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1

Introduction

Computer-generated visual simulations are used in many areas such as ight simulation,

building walkthroughs, computational uid dynamics and video games, with the purpose

of training, evaluation, education, and entertainment.

Since current general-purpose graphics workstations allow the interactive display of tens

of thousands1 of 3D polygons [2], these simulations have become more common and acces-

sible to a variety of users such as scientists and educators.

Visual simulations will ultimately reach mainstream users at their homes using the infor-

mation superhighway [17] and interactive television [8]. As graphics performance increases

and its cost decreases, the new generation of users will demand more complex and more

realistic animations. Such animations will require real-time performance at approximately

constant high frame rates so that the user has the feeling of actual immersion in the virtual

1The Freedom Series of graphics accelerators from Evans & Sutherland can display up to 4 million meshed

triangles per second and are available on many general purpose workstations.
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world [32, 6]. User requirements will, for the foreseeable future, be ahead of what can be de-

livered by graphics workstations and therefore software solutions that extract the maximum

performance from the still very expensive graphics subsystems should be explored [6].

In this dissertation we describe the design of a system for a particular kind of visual

simulation, namely, visual navigation of complex environments. With this system a user

can navigate inside a virtual environment by using a device such as a mouse. An example

application for such a system is the construction and commercialization of a condominium

complex. Such a system is useful in: planning the area to be built, understanding the e�ect

it will have on people living in it, and in allowing its exploration by potential buyers.

The main issue regarding a visual navigation system is that its e�ectiveness is intimately

connected to two key concepts: the realism with which it portrays the environment and the

way the user interacts with it.

\Realism" here is used in the sense of Chiu et al. [7], in which the mental image formed

by the user running the simulation of the virtual environment is similar to the image he

would form by interacting with the real environment in such a way that the user becomes

\convinced" that his experience running the simulation is real. The key to realism is the

complexity of the scene both in terms of the geometry of the model and in terms of how the

interaction of light in the virtual environment mimics its counterpart in a real environment.

The forms of user interaction with the system can vary from a simple mouse/keyboard

interface to more sophisticated ones such as data gloves [14] and enclosures such as those

used in ight simulation [51] and in virtual reality applications [10]. Regardless of the way

2



this interaction takes place, the key to good user interaction is real-time response, that is,

how fast the system responds to user requests.

In summary, visual navigation systems need to: 1) provide the user with an illusion of

real-time exploration of the environment and 2) be \realistic", both in terms of the quality

of the images produced and the complexity of the world they simulate.

1.1 Problem Statement

The reason that the criteria mentioned above are mutually incompatible is that while

an interactive system needs to achieve interactive frame rates2, realistic-looking models can

contain hundreds of millions of polygons, far more than currently available workstations

can render in an interactive fashion [2, 20, 33]. A balance between realism and interactivity

is required.

Deering [11] writes:

Initial results show the expected: many industrial virtual reality applications

need one to two orders of magnitude of improvement in display performance.

This is actually a conservative statement. Although current workstations are able to

render about one million polygons per second, at an interactive frame rate of 30 frames per

second we are left with a maximum of about 30K meshed triangles per scene. An interactive

2Usually, computer animations and movies use 30 and 24 frames per second (fps), respectively.
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walkthrough of a geometric database for an entire university campus3, with vegetation, cars,

buildings with furniture, etc., is much more than two orders of magnitude out of reach.

Traditional approaches to this problem use a hardware graphics pipeline and attempt

to minimize the number of polygons sent to the system by extracting visibility information

from the model and using this information to cull objects against the viewing frustum

and by rendering geometrically coarse representations (levels-of-detail, or LODs) of single

objects to keep a high frame rate.

As we shall see in the background Chapter 2, Funkhouser et al. [15] adapted these

techniques for building walkthroughs by determining in a preprocessing phase sets of objects

that are potentially visible from partitions of the model and giving high rendering priority

to objects that \contribute" the most to the scene. In cases where there are too many

unoccluded primitives inside the viewing frustum so that even if objects were rendered at

their lowest LOD, the target frame time could not be achieved, objects are not rendered.

In outdoor scenes more often then not the complexity of the visible scene is likely to be too

high to allow interactive walkthroughs and therefore using their system would cause \blank

areas" to appear on the screen. Also, visibility information can not easily be extracted from

an outdoor environment.

In this Thesis, we address the problem of how to navigate through a large model,

in which visibility information is hard to extract, maintaining a high and approximately

constant frame rate without resorting to not rendering visible objects.

3The IU campus database currently contains 70K polygons (and is un�nished) it represents most of its

buildings (some of them just boxes) without limestone details, sidewalks, cars, people, trees and so on.
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1.2 Thesis Contributions

In this document we present a system that allows a user to interactively navigate through

a complex 3D environment at an approximately constant user-speci�ed frame rate. What

is meant by complex environment is one that has the potential for more unoccluded prim-

itives inside the viewing frustum than the graphics workstation can display interactively.

This system targets walkthroughs of large outdoor environments, where this de�nition of

complexity is most appropriate.

This technique is based upon the use of impostors 4. An impostor is a drawable rep-

resentation for an object that takes less time to draw than the true object, but retains the

important visual characteristics of the true object. In this context, traditional LODs are

just particular cases of impostors.

The interaction at high/constant frame rate is accomplished by creating a hierarchy

of representations for the entire model in which groups of objects at the bottom of the

hierarchy are subsequently replaced by impostors until a single, coarse set of representations

is obtained for the whole model. In this way impostors for objects (or the objects themselves)

can be used near the viewpoint, and cluster impostors can be used when groups of objects

are far away.

Throughout this research, we have investigated strategies for creating this simpli�ed

4According to Webster's dictionary: one that assumes an identity or title not his own for the purpose of

deception.
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representation for objects/groups of objects as well as algorithms5 to decide which sim-

pli�ed version to display in real-time. We present a framework that can be used by any

interactive navigation system to improve its performance and give a detailed description of

the architecture of the navigation system that we have developed.

The new results of this research are:

1. An extensible object-oriented framework in which individual objects and groups of

objects are treated as hardware drawable entities, the impostors (Section 5.1).

2. A technique that uses a graphics hardware to automatically generate some of these

representations and guidelines used to choose which among them is rendered at a

particular frame (Sections 5.2.2 and 5.2.3).

3. A heuristic to compute an object's \contribution" to image quality that takes into

account the view-dependent nature of objects. A sample of how image processing

techniques can be used to compare di�erent representations of objects against the

original highly complex object is presented (Section 4.3).

4. A technique to preprocess a complex environment (one that has the potential for more

unoccluded objects inside the viewing frustum than the state-of-the-art hardware can

draw in real-time) and produces an interactive walkthrough at approximately constant

and high-frame rates (Chapter 6).

5In a technical report [29] we present the initial algorithms that were used to decide what to render, their

aws and the motivation to design the framework presented in Chapter 5.
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More speci�cally, an extensible object-oriented framework was implemented in C++[28,

46, 47, 31] within which both objects/groups of objects can have multiple representations

that can be drawn by a graphics hardware. In this framework we present certain types of

view-dependent as well as view-independent representations of objects and groups of objects

and show how they can be automatically generated as well as the criteria that should be

used to choose which representation to render in real-time. Since this framework allows the

inclusion of several di�erent (possibly view-dependent) representations for a single object

in the model, it is a generalization of the LOD concept.

We incorporate view-dependent information into a \bene�t heuristic" by showing an

example of how image processing techniques can be used to compare views of an object or

group of objects with the image of its drawable representation. By deciding how closely

these two images match, we can select during the walkthrough the best representation for

a speci�c viewpoint.

The problem outlined in Section 1.1 is formalized as an NP-complete tree traversal

problem and a hierarchical structure and a traversal algorithm that allow the uniform

frame rate interactive navigation of a complex environment are presented. This interactive

navigation renders impostors for groups of objects to maintain a user-speci�ed frame rate

and tries to avoid disregarding most of the visible objects at each frame. This has not been

achieved by previous systems.
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1.3 Document Overview

In Chapter 2 we present an overview of the techniques that are currently being used

in visual navigation systems and in Chapter 3 we state the assumptions about the class of

hardware on which this research is based and show how the rendering time to draw objects

can be estimated.

In Chapter 4 we take a look into the perceptual issues involved when designing bene�t

metrics for visual navigation systems as well as the perceptual issues involved in rendering

groups of objects.

In Chapter 5 we describe a framework that can be used by any visual navigation system

to improve performance. This framework can be viewed as providing a generalization of

the level-of-detail concept.

In Chapter 6 we describe the design of our interactive navigation system. We formalize

the problem of navigation of largely unoccluded environments and explain how to build a

model hierarchy from a given 3D model, and navigate through it in real-time.

In Chapter 7 we describe the details of our implementation, including the performance

of our system and its limitations. Finally, the conclusion summarizes the work we have

done and give directions for future improvements of the technique we have developed.

Chapters 2 and 3 provide background knowledge and establish a basic foundation for

our research. Some of the new material is presented in Chapter 4 and Chapters 5, 6 and 7,

contain the rest of the innovative work.
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2

Interactive Navigation Techniques

This Chapter is a background chapter that introduces some of the important concepts

and techniques that are used in interactive rendering of large environments.

Since our system architecture uses the system developed by Funkhouser et al. [15] as a

base model we explain it in more detail. Their system maintains an approximately constant

frame-rate by selectively rendering objects at varying degrees of geometrical complexity

including no geometry at all, that is, a visible object may not be rendered. This is the main

weakness of their system that is addressed in this research.

Section 2.1 describes how some systems avoid rendering objects that are not potentially

visible from the observer's viewpoint. Section 2.2 describes how to manage the complexity

of an object in order achieve a balance between interactivity and image quality. Section 2.3

presents the techniques that are used to compute the illumination of large environments.

Section 2.4 presents a diagram illustrating based on the model of Funkhouser that shows how

the techniques described in sections 2.1, 2.2 and 2.3 are used. The �nal section summarizes

9



this chapter and points out the main unsolved problem in interactive rendering of complex

environments, which is, how to keep an approximately constant frame rate even in situations

where there are too many unoccluded objects inside the viewing frustum than the graphics

hardware can render in real-time.

2.1 Culling Techniques

In order to achieve high frame-rates when navigating through large models we need to

avoid rendering objects that are not potentially visible and therefore in this Section we

examine a few techniques that are currently been used to attain this purpose.

The simplest and most intuitive technique to not render objects that are not visible

is culling the objects agains the viewer's �eld-of-view and thereby reducing the number of

polygons to be drawn per frame. Unfortunately, the complexity of the scene inside the

viewing frustum can still be beyond the interactive capacity of the hardware. Examples of

this technique can be found in [36, 16, 1].

Funkhouser et al.[16] describe a technique for managing large amounts of data during

interactive walkthrough of an architectural model that uses spatial subdivision, visibility

analysis and objects at multiple levels of detail to reduce the number of polygons to render

per scene. In a pre-processing phase they perform a spatial subdivision of the model, do

viewpoint independent lighting calculations using radiosity and ray tracing, and visibility

computations. By using a variant of a tree structure they divide the whole model along

the major opaque elements (like door frames, walls and oors) into cells and by identifying
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portals (transparent portions of boundaries) they build an adjacency graph. Then they do a

series of visibility computations for each leaf cell, to determine if a cell is visible by another

in the case where there is a sight line that traverses a portal sequence, called cell-to-cell

visibility. The result of this computation is a stab-tree constructed from the adjacency

graph. Then the set of objects that can be seen by an observer constrained to a given

source cell, cell-to-object visibility, is computed and associated with the source and reached

cell in a representation of the stab tree.

During the interactive phase, the cell containing the observer is identi�ed and its cell-

to-object visibility (a superset of the objects actually visible given its position in the cell)

is accessed from a display database. The eye-to-cell visibility, the set of all objects incident

upon a cell partially or completely visible to the observer, is computed. Finally, to estimate

the eye-to-object visibility, a superset of the objects that are actually visible to the observer,

they perform an intersection of the cell-to-objects and eye-to-cell sets.

They showed that for a particular model containing around 250K polygons and a par-

ticular viewpoint, with this strategy they were able to reduce the amount of polygons that

need to be rendered to around 8% of the total. By further using objects represented at

di�erent LODs, they were able to reduce this number even further to a total of 1:2% of the

entire model, i.e. around 3K polygons out of the 250K.

The technique described by Greene et al.[36] combines three types of coherence inherent

in the visibility computation, namely, object-space, image-space and temporal coherence.

Object-space coherence can be used to resolve the visibility of a collection of nearby objects.
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Image-space coherence can be used to resolve the visibility of an object covering a collection

of pixels and �nally temporal-coherence can be used to speed-up the visibility computation

in a sequence of frames with nearby viewing parameters. The object-space coherence is

exploited by dividing the model using an octree that is further combined with a Z-bu�ering

strategy to eliminate objects from rendering consideration. By scan-converting the faces of

an octree cell they determine if the cell is visible or not. If the entire cell is not visible then

the whole geometry inside it can be discarded.

To determine if the octree cell is hidden or not they scan convert each one of its six

faces using a data structure that exploits image space coherence, a z-pyramid.

The z-pyramid is a structure that has the original Z-bu�er at its �nest level and combines

four z-values in one level to get one at the next coarser level. A polygon's visibility is tested

by �nding a sample on the �nest-level of the pyramid whose corresponding image region

covers the screen-space bounding box of the polygon and if this value is closer than the

nearest z-value of the polygon, then it is hidden. Temporal coherence is motivated by the

fact that most of the octree cubes visible in the previous frame will still be visible in the

current frame and are therefore explored by maintaining a list of the visible cubes in the

previous frame. They �rst render this list to get the initial z-bu�er and form the z-pyramid

from it. By doing this, they managed to speed up the z-pyramid tests by proving with less

recursion that octree cubes and polygons are hidden.

The authors showed that using this technique on a model containing half a billion

polygons they were able to reduce the amount of polygons to be rendered to just around
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40K polygons. However, even with the amazing reduction of complexity of this half a billion

polygon scene to 40K polygons, the whole process still took 6.45 seconds to render one image

in an SGI Crimson Elan.

While Funkhouser et al's technique is suitable in cases where the entire model can be

subdivided along major opaque elements possibly having portals, as in an o�ce building,

it is not suited to outdoor environments or indoor environments such as hotel atriums and

sports arenas. Although Greene et al's technique does not su�er from this problem, it

would only allow interactive navigation of complex models if it would be implemented in

hardware and, like Funkhouser et al's approach, the model is mostly invisible from any

given viewpoint.

2.2 Level of Detail Management

Depending on its size and distance to the viewpoint, an object does not need to be

rendered at full resolution if the details will not be noticeable. This also applies to moving

objects since sampling problems[50, 14] will cause aliasing in the image depending on its

position from frame to frame.

Objects can be described at di�erent levels of detail (LOD) to reduce their rendering

time. Figure 2.1 shows a book case and a book represented each at three LODs.

To that end, techniques have been developed to automatically obtain simpli�ed polygo-

nal versions of an object as well as to determine which and how an object's representation
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Figure 2.1: Two objects represented at three LODs

should be rendered at a given point in the simulation. These issues are examined in sections

2.2.1, 2.2.2 and 2.2.3.

2.2.1 Polygonal Object Simpli�cation

If we want to use objects represented at di�erent LODs we need tools and techniques

to generate them either manually or automatically. Some of these techniques and tools are

presented in this Section.

Hall et al.[19] describe a modeling system that is capable of generating objects at mul-

tiple levels of detail based on a user speci�ed shape accuracy parameter. The number of

accuracy levels depend on the type of the object. While a block can only be represented
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using one LOD, a sphere can have representations ranging from a box to a curved approxi-

mation. A complex object can also have a variable LOD representation, depending on the

LODs of its component parts. For instance, the head of a human being due to its impor-

tance and detail could be modeled with �ve LODs while its torso could use just two or three

LODs.

The kind of tool described in Hall et al. is not suited to all applications. In scienti�c

visualization for instance, one might want to generate multiple LODs for iso-surface models

(medical), derived from volume data, or for surface molecular models (molecular graphics).

In other applications, we may want to scan in a plastic model (with a laser scan) of an

object (like an airplane) and have the system automatically generate the di�erent LODs.

In cases like this, an initial mesh has to be formed from the set of sampled 3D points, and

then simpli�ed using mesh simpli�cation techniques.

A technique devised by Turk [49] is appropriate to generate curved surfaces. Initially,

given a polygonal surface, a triangulation of it with a user speci�ed number of vertices is

created by randomly choosing a set of points in the planes of the original polygons, and by

having each point repel each of its neighbors by means of a relaxation procedure. These

points will be more densely distributed in regions of high curvature and will eventually

become the vertices of a new tessellation. A mutual tessellation is then created containing

the old vertices of the original surface and these new points. Finally, the old vertices are

removed from the mutual tessellation, one at a time, and the surface is locally re-tiled in a

way that the new triangles accurately reect the connectedness of the original surface. This
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technique is suited for modeling medical data and mathematical surfaces.

For generation of polygonal representations at di�erent LODs of a real object from

sample points obtained from a laser range scanner, Hoppe et al. devised a mesh generation

method that can �t a mesh of arbitrary topological type to a set of data points[22], and a

mesh optimization method [23] that improves the �t of the mesh and reduces its number

of faces, recovering sharp edges and corners common in objects such as machine parts.

This optimization method can also be used to simplify an arbitrary mesh by sampling

data points from the original mesh and use it as the starting point of the optimization

procedure. The optimization method works by minimizing an energy function that captures

the requirements of geometric �t and compact representation of the mesh. This energy

function has three components. The �rst, represents the fact that the optimized mesh is a

good �t to the set of sampled points. The second term penalizes meshes with many vertices.

The third is a regularizing term that amounts to placing on each edge of the mesh a spring

of rest length zero and some spring constant. This guarantees the existence of a minimum

for the energy function.

2.2.2 LOD Selection

Given objects represented at di�erent levels of geometric complexity we need criteria

to decide which of them we will render at a certain point in the visual navigation. In this

Section we present the main LOD selection paradigms: Static, Feedback and Predictive.
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In [16] the criterion used to select a given object LOD is static, i.e. based on a pre-

determined size and speed threshold that are compared against the size in screen pixels of

an average face of the object and on the objects relative speed to the observer, respectively.

Although this strategy reduces the amount of polygons that have to be rendered in a scene,

since the selection of LOD is static, the frame time can be arbitrarily large[15], since as the

observer moves, many more objects can be visible than the machine hardware can render

in real-time. This is static selection mechanism is also not good in situations where lots of

objects become visible/larger/slower, like in an aircraft landing situation.

Commercial ight simulators[51] minimize this problem by means of computing a size

threshold prior to rendering each frame based on the time needed to render the previous

scene in an adaptive fashion. While this feedback approach works well for ight simulation

where there is a large amount of complexity coherence from frame to frame, this strategy

won't produce a uniform frame rate for applications like building walkthroughs where scene

complexity can change dramatically e.g. when the observer moves from a corridor with very

few objects to an auditorium with many objects.

To correct the problems caused by static and feedback LOD selection mechanisms,

namely, arbitrarily large and non-uniform frame rates, Funkhouser [15] presented an algo-

rithm that adjusts image quality adaptively to maintain a user speci�ed frame rate based on

heuristics that estimate the computational \Cost" of rendering a scene versus its \Bene�t"

(the \quality" of the picture). In this predictive approach, every object is associated to a

tuple (O,L,R), where O is the object to be rendered, L is the LOD for the object and R
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is the rendering algorithm selected (e.g. at/Gouraud shading, antialized, lighted ...). The

idea is to maximize:
P
Benefit(O;L;R), subject to

P
Cost(O;L;R) < �t, where �t is

the target frame time, but since this problem is NP-Complete, they implemented a greedy

approximation algorithm that selects tuples according to their Bene�t/Cost ratios, in a

descending order until the maximum cost (target frame time) is reached. Visible objects

with low Bene�t/Cost ratio that would make the total cost greater than the maximum are

not displayed (or displayed with zero LOD).

A problem with Funkhouser et al's approach is that in situations where the visible

geometry of a model is too complex, visible objects that do not �t into this frame time

bucket are not rendered. This means that portions of the database may simply \disappear"

rather then being \blured" geometrically.

2.2.3 LOD switching

An important issue of LOD management is the selection of the method used to switch

smoothly from one LOD representation to another since if this transition is not smooth

enough object will suddenly appear on the screen1.

Two methods have been used: one uses morphing(or geometric interpolation) as in

Turk[37, 26, 49] and the other uses hardware dependent color blending as described [37,

41, 16, 51]. Both approaches present problems. While morphing may not be feasible in

real-time if the number of vertices on the object is too large, color blending has to be used

1This is known as \popping" and produces a distracting e�ect.
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with care since when one object fadesin the other has to gradually fadeout and during the

transition we are rendering both LODs and therefore increasing the frame time.

2.3 Illumination Techniques

2.3.1 View Independent Illumination Techniques

2.3.2 Real-time View Dependent Illumination

2.3.3 Shadows

2.4 Rendering Model

Figure 2.2 shows how the modules that implement the LOD and illumination techniques

described in the previous sections are put together into a single system and reects the work

done by Funkhouser et al.

In a pre-processing phase, viewer independent visibility and illumination computations

are performed and stored in a display database. In the visibility phase the structures that

record the spatial relationship of objects in the model is built. These structures are later

used to cull away hidden geometry in real-time. The illumination phase is used to compute

the color of the objects in the model together with their shadows according to the light

sources present.

During the interactive phase and for each frame, depending on the observer view point,
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Figure 2.2: Rendering diagram

a set of potentially visible objects (PVO) is computed. Usually, information obtained in

the visibility pre-processing phase is combined with the observer viewing frustum to obtain

the PVO. In the subsequent phase, models for each one of these objects at di�erent levels

of detail (LOD) are then chosen to meet a user speci�ed frame rate. Finally, the resulting

polygons are displayed in a rendering system using a hardware z-bu�er.

2.5 Summary

In this chapter we have discussed techniques that to some extent cope with the hard-

ware's inability to render large databases in real-time.

They improve the rendering time of visual navigation systems and resort to one or

both of the following techniques: culling, which eliminates from rendering considerations

objects that are not potentially visible from a given viewpoint, and Level of Detail (LOD)
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Management, that selects for display simpli�ed versions of visible objects depending on how

much they \contribute" to the �nal image.

We also discussed techniques that are used to compute the illumination of large environ-

ments for interactive rendering purposes that contribute to the realism of the simulation.

It is important to note that the model presented in this chapter is useful for rendering

relatively large environments but it breaks down when there are more unoccluded objects

inside the viewing frustum then the graphics hardware can render in real time and simply

discards visible objects that do not �t in the time allowed per frame.
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3

Hardware Assumptions and Rendering

Cost Measurement

In order to design an e�ective visual navigation system we need to not only understand

the class of hardware that our system will run on but also take advantage of hardware

features such as texture mapping and real-time processing capability to extract maximum

performance from the graphics subsystem.

Since the predictive approach to LOD selection explained in Section 2.2.2 is the one

that produces the most uniform frame rates, this is the approach we adopt for our system.

Therefore, understanding how we can measure the rendering cost of objects and how this

cost is a�ected by texture mapping is of paramount importance.

In Section 3.1 we present the main assumption on which this research is grounded and

in Sections 3.2 and 3.3 we address the use of hardware texture mapping and of real-time

system features, respectively. Based on the model described in Section 3.1 we consider
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how the rendering cost of objects can be measured bearing in mind that this cost can be

a�ected by unpredictable graphics interrupts generated for instance by the indiscriminate

use of texture mapping as well as system interrupts inherent to the use of a multi-processing

hardware.

This Chapter does not present new results but instead serves as the basis for the pre-

dictive system design presented in Chapter 6.

3.1 Pipeline Architecture

Although machine architectures di�er from one manufacturer to another, and will con-

tinue to di�er in the future in terms of the speed of their components, it seems unlikely that

the pipelined architecture of the graphics engine of these machines will cease to exist in

the near future since it is based on the classic conceptual rendering pipeline that has been

used for two decades [14, 50]. Not only state-of-the-art hardware such as the SGI Reali-

tyEngine [2] workstations (and graphics systems from other vendors such as Sun [12]) use

this pipelined architecture, but also highly parallel architectures such as UNC's PixelFlow

[33] use the same pipeline concept.

Based on the Graphics Library Programming Tools and Techniques [42] document from

Silicon Graphics Inc., and similar work by Funkhouser et at. [15], we present a model of

a generalized rendering system that this research is based on. This rendering system is

represented as a pipeline with three functional stages as shown in Figure 3.1.
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Figure 3.1: Stages of the graphics pipeline.

The �rst stage runs the application program that sends graphics requests to the graphics

subsystem. The next stage does per-polygon operations such as coordinate transformations,

lighting, depth-cueing, clipping and concave polygon decomposition. The �nal stage does

per-pixel operations such as writing colors into the frame bu�er, z-bu�ering and possibly

alpha blending and texture mapping.

In this model, the amount of work done by di�erent pipeline stages varies among ap-

plications. For instance, an application that draws a small number of large polygons will

heavily load the last stage of the pipeline and lightly load the �rst two stages, whereas a

program drawing large number of small polygons will certainly load the �rst stage. Since

separate stages run in parallel and wait only if the next stage is not available to receive more

requests, the speed of the system is determined by the speed of the slowest stage. Also, the

performance of the �rst stage can be signi�cantly improved in hardware architectures that

allow the addition of extra processors since extra time will be needed to implement software
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solutions to reduce the work by the graphics hardware.

It is also interesting to notice that the graphics pipeline can do work in parallel with

the CPU and we can take advantage of this parallelism by issuing graphics commands and

returning to do computations so that the graphics subsystem is constantly kept busy. This

situation gets even better in machines with more then one processor. In this case while the

graphics pipeline is rendering one frame of the simulation the CPU is already computing

the next one and, as long as this time does not exceed the frame time, the graphics pipeline

will not be delayed and the frame rate will not be a�ected.

3.2 Texture Mapping Capability

Texture mapping is a technique in which two dimensional images are pasted onto ge-

ometric objects to yield realistic looking objects. This mathematical mapping is ideally

suited for hardware implementation and many current workstations have this feature im-

plemented in hardware. As memory prices go down and CPU power goes up, we can expect

to see more low cost machines (such as [12]) providing hardware textures. For those ma-

chines that already have this capability, we can expect increases in texture memory size1

and rendering speeds.

However, texture maps need to be used judiciously. To be rendered, texture maps must

be cached in a texture memory and therefore if a texture cache miss occurs an interrupt will

1The Freedom Series of graphics accelerators from Evans & Sutherland can be con�gured up to 16 Mb

of texture memory and is available on many general purpose workstations.
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be generated which will delay the rendering of the object using that texture map. While

predicting when and if these kinds of interrupts will occur is not practical, we can try to

avoid them by drawing all the objects that use a speci�c texture map in sequence, not

exceeding texture mapping memory, using small texture maps and repeating them while

drawing, making sure texture maps dimensions are powers of two and keeping the texture

size below the recommended maximum speci�ed by the hardware manufacturer. In addition

to these measures, for the speci�c case of SGI machines, a number of other strategies to

improve performance when rendering texture maps is recommended in [41, 42].

3.3 Real-Time Features

In order to maintain a user-speci�ed frame rate the CPU in which the application is

running has to be relatively free of interrupts. Since interrupts are essential, they can

only be disabled in multi-processor systems. In these machines, one CPU can be dedi-

cated to the real-time process while others can be used to handle the system and device

interrupts. Using interprocess communication synchronization primitives like semaphores

or by inserting directives (pragmas) for the multi-processing compiler and using tools that

analyze and parallelize code such as [43], the program can be easily parallelized. By using

utilities such as those available for the IRIX operating system [44] (sysmp, systune, runon,

etc.)2, a real-time program can be locked alone into a relatively interrupt free processor

while the work to compute the list of objects to be rendered under the control of this CPU

2Sysmp (sysadmi) is a system call (command) that provides multiprocessing control and information

for miscellaneous system services. Systune allows the super-user to examine/con�gure kernel parameters.

Runon assigns a speci�c processor to a given process.
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can be divided among the other processors in the system. A more detailed description of

real-time mechanisms speci�c to Silicon Graphics hardware, such as processor isolation,

interrupts redirection, processor locking and so on can be found in a technical report in the

bibliography [24].

3.4 Rendering Cost Metric

The success of any visual navigation system that attempts to maintain a �xed frame

rate using the predictive approach described in Section 2.2.2 depends on an accurate and

e�cient rendering time (cost) heuristics.

As mentioned before, the cost associated with rendering a drawable entity depends on

factors such as:

1. Number, type of polygons, and geometric operations such as lighting and depth-

cueing.

2. image-space size of object, rendering algorithm and raster operations such as pixel

blending and texture mapping.

3. Application overhead.

4. State of the graphics subsystem, e.g., state of graphics queues, swapping of texture

maps from/to texture memory, etc.

In the generalized rendering system model described, one and two above will inuence
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Figure 3.2: Conceptual rendering pipeline.

the geometry and raster stages of the graphics pipeline, respectively. In order to obtain for-

mulas to compute the rendering cost of each stage of the pipeline in Section 3.1, we examine

what happens when a triangle is sent through the corresponding conceptual pipeline [14].

This conceptual pipelines is shown in Figure 3.2.

Entering the geometry stage at A, a triangle is �rst transformed from object coordinates

to world coordinates in B and then to eye coordinates in C by a model and viewing trans-

formations. If lighting is speci�ed, its e�ect is computed for each vertex of the triangle.

This lighted triangle in D is then projected and normalized to the space of a unit cube in

E, i.e., each coordinate is in the zero to one range. It is then clipped with respect to this

cube and transformed to screen coordinates in F, where each vertex of the triangle keeps

its z-value. At this point the triangle is ready to be rasterized. Initially, the frame bu�er
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pixels that cover the triangle are determined. For each pixel of the triangle entering G, a

color, depth and texture coordinates are linearly interpolated from the colors and depths at

the vertices. Then the incoming z-values are compared to the z-values already in the frame

bu�er, to determine visibility in I. If texture is speci�ed, the pixel color is blended with

the texel color to produce a �nal image of the triangle (if it is not subsequently covered by

another polygon).

Analyzing the �rst stage, we see that a triangle to get from A to C, its vertices need

to be multiplied by a transformation matrix. This is a �xed cost operation. Lighting is

computed using a local illumination model which computes an ambient, a di�use and a

specular component. The ambient component is determined by multiplying the material

reectance to the ambient light. The di�use component is proportional to the dot product

of the normal at each vertex for Gouraud shaded triangles (or the triangle normal for at

shading) with the vector from the light source to the vertex. The specular component is

proportional to the dot product of the vector from the light source to the vertex and the

vector from the viewpoint to the vertex. Since it uses dot products and multiplications,

this cost is also constant. From D to E another matrix multiplication is required. Finally,

from E to F a simple linear mapping is needed. Therefore the cost for n triangles to clear

the �rst stage of the pipeline is: C1 � n, where C1 is a constant that depends on lighting

being turned on/o�.

The second stage involves a simple linear mapping from F to G at constant time. From

G to H the cost will depend on the number of pixels covered by the triangle. Since the
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operation here is just a linear interpolation it also takes constant time. From H to I, a simple

test is performed for each pixel at constant time. Again from I to J a linear interpolation is

again applied to all pixels in constant time. That is, to go from F to J the cost of rasterizing

a triangle is simply: C2� p, where C2 is a constant that depends on textures being turned

on/o�, and p is the number of pixels covered by the triangle. Clearly, since this cost is

dependent upon the image-space size of the triangle, it cannot be determined precisely,

unless we know the exact image size of the triangle in advance.

To complete this analysis, we note that each stage does work in parallel with respect to

the other stage, so the raster stage can be processing triangle one while the geometric stage

is processing triangle two. Therefore the total cost of rendering an object is the maximum

of the cost of the two stages. Suppose stage one costs two time units per triangle and stage

two costs one. When the �rst triangle clears the �rst stage, another triangle is admitted

to the pipeline. The �rst triangle will leave the pipeline at time three, while subsequent

triangles will leave in time �ve, seven and so on. For instance, if 100 triangles are sent to

the graphics pipeline the rendering time will be: 99 � 2 + 3 = 201 � 100 � 2. The same

reasoning applies if the cost of the stages are interchanged.

While rendering an object with many di�erent size triangles, at a particular point in

time, we do not know which of the stages is the bottleneck of the system and in general we

cannot predict the exact cost of rendering the object. However, if an object O is composed

of n triangles and has an image size of p pixels, than a good approximation for its cost is:

Cost(O) =MAX(C1 � n; C2 � p), where C1 and C2 are as described above.
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Figure 3.3: RealityEngine rendering cost plot.

These constants can be obtained by benchmarking the machine. Figure 3.3 shows the

cost function obtained for a RealityEngine for di�erent objects containing a varying number

of triangles, using Gouraud shading, no hardware lighting and no texture mapping. The

slope of this line is our constant C1. Four points are shown around 200, 3400, 4800, and

6300 triangles. These timings were user time and do not include any application or interrupt

overhead.

Based on the above discussion we can feel con�dent that the predictive LOD selection

approach works since our conceptual analysis of the graphics pipeline indicates that it

basically works in a linear fashion (as illustrated by Figure 3.3) and therefore we can get

reasonably good approximations for the rendering cost of objects.

It is important to notice that in principle, since unpredictable graphics and process
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interrupts can defeat the purpose of a predictive system we need to pay special attention

to this problem. To minimize graphics context switches all texture maps should �t in

texture memory, no clock should be enabled and no other graphics meters or applications

should be running on the graphics processor. Minimization of process context switches, can

be achieved by using operating system commands such as those described in Section 3.3

and by running the application as super-user. Therefore, at least one processor should

be assigned the task of computing the scene to render while another processor should be

assigned to render the computed frame. In this case, the time to compute the scene must

not exceed the target frame time. The e�ect of interrupts are shown in Figure 7.7 in the

implementation Chapter 7.

3.5 Summary

In this Chapter we have presented the class of hardware and its features (texture map-

ping and multiprocessing) on which this research is based, and explained that the rendering

time associated to drawable representations for objects composed of triangles can be ap-

proximated.

One of the main hardware features that will be explored in this Thesis is texture map-

ping since as we shall see in Chapter 5, view-dependent representations for objects can be

generated and rendered at a low cost using texture mapping.

Although texture mapping is a useful resource, it can impair the purpose of a system

that uses the predictive approach to LOD selection by generating unpredictable graphics
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interrupts that will alter the rendering time for the entire scene.

In general, graphics and process context switching along with excessive time to compute

a single frame are the main factors that can reduce the e�ciency of a predictive system.

Fortunately there are ways to minimize these e�ects.
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4

Model Perception

Visual navigation systems as explained in Chapter 2 use di�erent representations (LODs)

of an object to improve the performance of the simulation. We start this chapter by making

a few observations about the main characteristics of these representations according to the

intended purpose of the simulation in which they are used in Section 4.1.

The e�ectiveness of these systems lies on the balance between interactivity and realism.

Therefore, they need to be able to decide how objects contribute to the overall \feel" of the

simulation. This contribution can be estimated by a bene�t heuristic which attempts to

take into consideration factors associated to an object as well as to its representations such

as, amount of information that the object conveys and the accuracy of the representation

that is used to render the object, respectively. This heuristic is presented in Section 4.2.

Since di�erent representations for an object might contribute di�erently according to

the angle from which they are viewed (e.g. a roadside billboard has a low bene�t when

viewed from the side), in Section 4.3 we examine how view dependency can be added to the
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bene�t of an object.

The bene�t heuristic as described in Section 4.2, as well as the one described by

Funkhouser et. al., does not address how humans perceive a collection of objects seen

as a whole. Briey, if two objects A and B are represented by C and have bene�ts Ba

and Bb what should the bene�t Bc of C be?. As we shall see Bc is not simply the sum

of Ba and Bb since A and B when viewed as a group might give a di�erent contribution

(meaning) to the simulation then the objects alone would, i.e., the bene�t of all the objects

in a scene does not translate into the bene�t for the entire scene. Perceptual issues that

account for how a group of objects is perceived (its semantics) are addressed in Section 4.4,

and Section 4.5 summarizes the Chapter.

4.1 Characteristics of Representations

The designer of a visual navigation system which render objects as well as their LOD

representations need to determine their main characteristics and how they contribute to

the perception of the model. While the former is examined in this Section the latter is

examined in Section 4.2.

An object has intrinsic properties that distinguish it from other objects in the database

such as, form, detail, and color, which need to be taken into account when generating these

representations. Form and detail for instance, are basic attributes associated to an object

that our visual system uses to classify it as pertaining to a certain category of objects, while

color is an attribute of an object that greatly contributes to its realism.
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Figure 4.1: Two di�erent objects with the same representation.

One other property which is inherently dependent upon the kind of simulation the object

is taking part is its semantics. The semantics determines what role the object plays in the

simulation and therefore the representation needs to convey the same meaning as the actual

object.

Consider for instance a ight simulation application that has two di�erent plane models

stored in its database, an F-15 and a MIG, with identical representations as in Figure 4.1.

Since the representations are identical, displaying them in a military exercise could result in

erroneous consequences whereas for a commercial application one could be just interested

in avoiding a collision with other planes, regardless of nationality. Each application area of

visual navigation systems has di�erent representation requirements so that the purpose of

the particular simulation is achieved.

Training systems such as combat simulation require that representations for objects like
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tanks have at least a form close to the real object and the appropriate colors (so that it

can be distinguished from an enemy one). If such an application is considered from the

strategic point of view then an icon representing the tank would be su�cient although

visceral realism will not be achieved in this way.

Flight and driving simulators need to be able to recognize the conditions of an airport

runway or a highway under di�erent weather conditions, respectively. On a rainy day for

instance the geometrically simpler representation for a road needs to have a reectivity

similar to that of the actual road so that the specular reection of the light coming from a

car in the opposite side of the road is the same.

Architectural walkthrough systems should display pleasant environments and therefore

not only are the forms of buildings, furniture, etc., of concern, but also the di�erent color

shades and the reectivity properties of the materials are extremely important.

Navigation system for planetary exploration may be more concerned with form and re-

ective properties of craters, rocks, debris and so on, while in volume rendering applications

such as computational uid dynamics and MRI data sets visualization the most important

thing may be colors associated to turbulent uid behavior and features such as tumors and

contrast absorption by di�erent tissues, respectively.

As we see from these observations what will ultimately determine the representations

for objects is the kind of application that they will be used in.
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4.2 Bene�t of Objects

A good bene�t heuristic should predict the amount and accuracy of the information

conveyed to the user when the object (or one of its representations) is rendered. Although

a good bene�t heuristic is hard to design since it involves issues related to both low-level

vision processing and high-level interpretation by the brain of the stimuli that come from

the visual system, several factors should certainly contribute to the overall perception of an

object.

We have divided this contribution in two components, one that is intrinsic to the object,

the object's bene�t, and one that is intrinsic to a representation of the object, the accuracy

with which it represents the full detail object, that is, the overall contribution to image

quality of an object can be viewed as a function of the object and the representation used

to render the object. While the object's bene�t heuristic can be used to decide which of

the objects will have priority in receiving rendering time the accuracy/cost ratio can be

used to determine which representations of a given object gives the best contribution to the

simulation in a constrained frame time situation.

The object's bene�t has to deal with the perception and semantics of the object in the

particular simulation. While the perception of the object (or its contribution to the feel of

the simulation) varies during the visual navigation its importance is established prior to the

simulation.

The bene�t of an object, as in the work by Funkhouser et al. [15], should incorporate
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factors such as:

� The projected size of the object onto the screen (its image space size), since large

objects seem to contribute more to the image.

� The importance of the object to the simulation. An enemy �ghter plane should have

its bene�t enhanced although it may be relatively far from the viewpoint.

� The object's proximity to the center of the screen1. This assumes the center of the

screen to be the focus of attention and takes into consideration that objects in the

periphery of the �eld of view are not seen by the eyes with full detail compared to the

ones close to the line of sight (See [4]).

� The object's relative speed with respect to the viewpoint. This takes into account

that a fast moving viewpoint will result in objects being blurred in the scene and

therefore there is no point in trying to render them at full detail.

� The fact that the object was rendered using a di�erent representation in the previous

frame. This is included here because of the annoying \popping" e�ect caused by

frequently switching from one representation to another from frame to frame.

Each of these parameters can be computed to lie in the zero to one range and the bene�t

of an object can be computed in ways that can range from a simple multiplication [15] of

all the above factors to their weighted average. We particularly prefer the second way,

1We assume that the user's eyes are looking at the center of the screen and in this case this parameter

can be measured as the distance of the object to the line of sight.
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since we believe it gives us good exibility when adjusting bene�t according to particular

applications.

Note that while the bene�t of an object (except for its semantic) can only be determined

in real-time and therefore is inherently dynamic, the other component of an object's contri-

bution to the simulation, the accuracy of one of its representations, is statically determined

and does not vary during the simulation (only its perception does).

The accuracy of a representation can be obtained by comparing the representation

against the full detail version of the object. If levels of detail are used, a formula that

takes into consideration the number of polygons present in the representation and the

rendering algorithm used to draw it can be used as in [15]. If however view-dependent

representations are used, then more elaborate accuracy measures are required. This is the

topic of Section 4.3.

4.3 View Angle Dependent Bene�t Calculation

The bene�t heuristic in Section 4.2, does not incorporate the view dependent nature of

an object and its representations. Consider the case where we want to assign bene�ts

to three di�erent representations of a house as shown in Figure 4.2 where the �rst of

these representations is the house object at full detail, the second is a low level of detail

representation and the third is just a single polygon with a texture map representation

of the front of the house. We classify the third representation as view-dependent and the

�rst two as view-independent meaning that the view-dependent would only be considered
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Figure 4.2: Three representations for a house. The left two are view-independent while the

one on the right is view-dependent.

for a subset of all possible viewing directions, while the view-independent LODs would be

considered for all viewing angles.

The �rst of these representations has the highest accuracy regardless of view angle but

we might not want to render it since it is also the most expensive to render. The bene�t

that should be assigned to the other two will depend upon the user's view angle and view

distance. If the viewpoint is in front of the house looking straight to it then the view-

dependent texture map should probably be preferred if the viewpoint is relatively close to

the house. On the other hand, if the user is looking to the side of the house then the view

dependent texture map would have a zero bene�t. If the viewpoint is far from it then the

untextured LOD will cause less aliasing.
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To determine the total contribution to the feel of the simulation caused by rendering

of an object, we need to incorporate view dependent information into the object's bene�t

heuristic and determine not only what representations are suitable for given view angles

but also how faithfully these representations are to the full detail object.

A 3D object such as the house in Figure 4.2, when projected on the screen, will result

in a di�erent image-space size for di�erent view angles. One simple way of incorporating

this view-dependency into the object's bene�t heuristic is to determine which face of the

object's bounding box is facing the viewpoint. We can then approximate the image size

of the object (an important component of the object's bene�t heuristic) by computing the

projection of this bounding box face onto the screen. This may be a poor approximation

for certain objects and view angles and therefore it might be necessary to approximate this

size by the sum of the image-space sizes of all faces that are visible to the observer.

Another way of incorporating view dependent information into the total bene�t heuristic

of an object is to measure the accuracy of each of the object's representations according to

each viewing direction possible. However, since the space of possible viewpoints and viewing

directions is in�nite, we discretize it into a �nite set of viewing directions, and assume that

the view distance is in�nite (we use an orthographic projection). To tabulate directional

bene�ts, we sample the hemisphere of directions around the object as in Figure 4.3 and

calculate the accuracy of each representation for each sample direction.

The number and location of these samples will depend on the representations that the

object has associated with it and the possible viewpoints during the walkthrough. If in the
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case of Figure 4.3 the house only has �ve view-dependent representations (one texture map

for each of the four lateral faces and one for the top) we try to distribute the space around

each of these representations into regions such that when the viewpoint is in one of these

regions than we consider the texture map associated to that region. In this case, what we

are basically interested is in determining if this view-dependent representation has a better

accuracy than a possible view-independent representation suitable for that situation. We

therefore need to sample those directions around the line perpendicular to the texture map

and compute the accuracy of that representation for those view angles. The number of

samples will depend on the behavior of the accuracy as a function of the view angle around

the line perpendicular to the texture map, so that we can get an as good as possible picture

of the overall shape of the accuracy function. Of course, we do not need sample directions

that would require the viewpoint to be under the house.

We sample each of the viewing directions and measure the accuracy of each repre-

sentation and construct a table that has one entry for each pair (representation, viewing

direction). Each of these entries contains a similarity value (accuracy) of the representation

measured with respect to the full detail object for the particular viewing direction. During

the walkthrough, the accuracy component of the bene�t heuristic for a given representa-

tion and viewing direction can be obtained by accessing this table. The values in these

table entries range from 0, meaning that the representation is not suitable for that view-

ing direction, to 1, meaning that it is the most \accurate" representation for that viewing

direction.
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Figure 4.3: Discretizing the space of viewpoints around an object.

Since \images" are being used as view-dependent representations for objects we need

more appropriate ways of measuring their accuracy, that is, for a given viewpoint we need to

compare the representation's image for the object(s) with the image of the actual object(s),

i.e., the \ideal" image.

Many ways of comparing two images can be devised but what one needs to be concerned

with is what are the features of interest in the images that are important to the application.

Are the colors on the images the most important features? Is the overall shape of the

object(s) depicted on the image close to the shape of the real object(s)? How much detail

does the image contains compared to the real object and to what extent are these details

important?
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Ideally the accuracy of an image with respect to an \ideal" image should be obtained

by a perceptual comparison of the two images but since we are in search of automatic ways

to determine similarity we resort to computational techniques. Here we suggest that image

processing techniques can be used to measure how similar two images are and present a

sample of what can be accomplished using these techniques, assuming that a more accurate

procedure would be substituted in the future.

If colors are important then techniques that incorporate the histogram of two images may

be suitable since a simple pixel-by-pixel comparison would not work because of precision

problems and the fact that one image might be a little shifted with respect to the other.

If details are important then a procedure that incorporates edge detection mechanisms on

the two images might be required. If we assume that the apparent shape of the object(s)

in the image is important then we can use image processing techniques to roughly simulate

some low-level processes that the human visual system performs to detect shape.

The routine described below and illustrated in Figure 4.4 should not in any way, be

viewed as a near-optimal way of comparing two images.

1. We avoid dealing with color, since slightly shifted R,G, and B values would result in

the similarity of two very similar images being zero. Therefore, we �rst turn the two

color images in the upper left corner of Figure 4.4 into gray scale images by simply

averaging the RGB components at each pixel resulting in the images on the upper

right corner of the same �gure.

2. Since we are assuming that we are interested in the most important features of the
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image that our low-level vision can detect, we extract the contour of objects by apply-

ing an edge detector to both images. This is done by convolving the images obtained

in the previous step with a 5x5 Laplacian operator and computing its zero crossings.

Pixel values that fall below a threshold are set to zero (black) and the others to 1

(white) as in the lower left part of Figure 4.4.

3. We want to detect the features present in both images even if they are shifted, scaled

or rotated by small amounts. For instance, imagine that an image has an edge at

(1,0) and that same edge in the other image is in (1.2,0). If we do a pixel by pixel

comparison than these two edges will never correlate. Therefore, we blur the images

so that the edges become thicker (the edge at one might extend from 0.9 to 1.1 while

the edge at 1.2 might extend from 1.1 to 1.3) and can be correlated. This blurring

is accomplished by �rst shrinking the images by convolving them with a Gaussian

operator and then expanding them to their original sizes. A Gaussian pyramid [13]

can be used to achieve several degrees of blurring.

4. In the last step, we do a pixel by pixel comparison of the two resulting images. The

lower right images on Figure 4.4 show the common points (dark) on the two blurred

versions of the edge detected images on the left.

As we mentioned, the process described above is designed to compare images that are

slightly di�erent and is far too simple to mimic human image processing. What is really

needed is a set of more powerful image processing techniques that would be able to extract
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Figure 4.4: Top left original images. Top right gray scale version. Bottom left images

are shown after an edge detector. Bottom right blurred versions of the images on the left

showing in red the common points.

features in one image and locate these features in similar places of the other image. Nev-

ertheless, it does serve as a placeholder in our system that can be replaced later with a

module that performs better by using segmentation and high level processing.

As we shall see in Chapter 7 the reason why being able to measure the accuracy of a

given representation is important is that if more than one representation is suitable for a

given viewpoint, since both view-dependent and view-independent representations can be

used, we want to render the one that most accurately represents the object in a constrained

rendering time situation. In fact, since each representation has a cost associated to it, we

can select the one with the best accuracy/cost ratio to render.
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4.4 Bene�t of Clusters

In this Section we examine visual organization rules that have been used by graphics

designers for centuries [14] and codi�ed by Gestalt psychologists (see [18]) in terms of \Laws

of Organization" that appear to account for how humans perceive groups of objects and

consider how the bene�t of objects change when they are viewed as a whole. We conclude

that it is hard to make any formal statement about this subject and we avoid drawing too

many conclusions about combining bene�ts. The ideas in this section are meant to highlight

that much more research needs to be done on how bene�t heuristics can draw on perceptual

behavior, that is, how we can produce bene�t heuristics that also take into account the

surroundings of a particular object.

There are four laws of organization that appear to be unconsciously used by humans to

interpret collection of objects: Simplicity, Similarity, Nearness and Good Continuation.

1. Simplicity, states that every stimulus pattern is seen in such a way that the resulting

structure is as simple as possible. For instance, Figure 4.5 is perceived as a triangle

overlapping a square (or vice-versa) and not as a 13 sided polygon.

2. Similarity, states that similar objects appear to be grouped together. In Figure 4.6,

circles appear to be grouped with other circles and squares are grouped with other

squares, and what we perceive are alternating rows of circles and rows of squares,

opposed to columns.

3. Nearness, states that objects near to each other appear to be grouped together. In
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Figure 4.5: This picture is interpreted as a square overlapping a triangle (or vice-versa) and

not some complex �gure. Adapted from [18].

Figure 4.6: Figure perceived as alternating rows of circles and squares. Adapted from [18].

Figure 4.7 we tend to perceive rows of alternating circles and squares, because since

they are close to each other they appear to be grouped in the same row.

4. Good continuation, states that points that form a straight or smooth contour when

connected to each other seem to belong together. Lines tend to be seen in such a way

as to follow the smoothest path as illustrated on Figure 4.8.

Schifman [38] generalizes the good continuation law by saying that it is a special case

of the general con�guration principle that states an organizing tendency that encompasses

other characteristics such as common fate, closure and symmetry. The common fate char-

acteristic tends to group together objects that move in the same direction while closure and

symmetry favors the perception of a complete �gure instead of parts of it and the perception
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Figure 4.7: Figure perceived as rows of alternating circles and squares. Adapted from [18].

A

B

C

D

Figure 4.8: Figure is perceived as two intersecting curves AB and CD. Adapted from [18].

of symmetric objects, respectively.

As a practical application of the continuation law, consider the lights that demarcate an

airport runway. If these lights are considered alone then because of their sizes (just dots in

a ight simulation application) they might be assigned very low bene�t and some of them

(if not all) might not even appear in the simulation2. If instead we have a representation

for these lights as a group and use the continuation law then we would have a higher bene�t

associated to this representation that would encourage its rendering.

Another example would be to consider a walkthrough of a battle �eld containing many

2In this case, the brightness of each light might also be considered as one of the components of the bene�t

heuristic.
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Figure 4.9: Subjective contour illusion adapted from [18]. Left, a set of objects. Right,

additional information is gained when objects are rearranged and viewed as a whole.

soldiers and guns. We can assign individual bene�ts to both a soldier and a gun, but if the

soldier is actually holding the gun then the bene�t that should be assigned to both objects

in tandem would probably exceed that of the sum of the two bene�ts, particularly if the

soldier is pointing the gun toward the user of the system.

Examining these laws, we can conclude that to determine the bene�t of an object in

some cases is undecidable without knowing what surrounds it. The meaning conveyed

by an object may be more then merely the \addition" of the meanings conveyed by each

one of the objects alone, that is, the whole conveys more information then the sum of its

parts. In Figure 4.9, objects on the left are just isolated drawings but can convey additional

information when positioned in a certain way and viewed as a whole.

While realizing that it is extremely di�cult to account for how objects interact in a

scene we still use a per-object bene�t heuristic although it may not be suitable for some

groupings of objects. Despite the limitations of current use of bene�t heuristics, we rely on

them because even imperfect bene�t heuristics have proven very useful in practice.
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4.5 Summary

In this Chapter we presented the important factors that a bene�t heuristic should in-

corporate. Although this heuristic is very similar to the one used by Funkhouser et. al.

[15] they di�er conceptually. The di�erence is that we regard the bene�t of an object to

be some property intrinsic to the object that is determined dynamically while accuracy is

a property associated to one of the object's representations and is statically determined.

The bene�t of the object can be used to determine the priority to allocate frame time to it

whereas the accuracy of a given representation as well as its cost can ultimately be used to

determine which representation to render.

We pointed out that this bene�t heuristic should incorporate two important factors:

the semantics of a group of objects and the view dependent nature of objects and their

representations. The semantics of a cluster of objects is di�erent from the combination of

the semantics of each object and therefore the bene�t of a cluster is not the sum of the

bene�ts of all the objects in the cluster, that is, the equation Bene�t(A) + Bene�t(B) =

Bene�t(A + B) does not hold. Despite this drawback, in this work we still use a per-object

bene�t heuristic since it can e�ciently be computed in real-time and in practice have proven

to yield in good image quality, especially in navigation of static databases.

The other important factor is the fact that objects as well as their representations look

di�erent from di�erent viewing directions. This is especially true if representations are

view-dependent and are only suitable for certain viewing directions.
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While incorporating semantics into cluster representations would involve developing

computable ways to account for the \laws of organization" and to \understand" the meaning

of groups of objects, which is beyond the scope of this work, we showed how the view

dependent component can be incorporated into the bene�t heuristic.

We have outlined a method that discretizes the space of viewing directions surrounding

an object, obtain the image of the full detail object(s) and that of one of its representations

and checks how similar they are. We argued that this comparison can be made by using

image processing techniques and we present a sample of how this comparison can be done.

The output of this method is a table that can be accessed in real-time to determine the

accuracy component of the bene�t heuristic for a particular representation for given view

angles.

Although the incorporation of semantics for clusters would be extremely hard, we can

still use the bene�t heuristic with some con�dence provided that we have incorporated the

view dependency factor.
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5

Framework for Visual Navigation Systems

Conventional walkthrough systems usually rely on the designer to produce di�erent

levels-of-detail (LODs) for the objects in the model in order to reduce the rendering time

of a particular frame. In many cases, these representations are either not readily available,

expensive, or time consuming to generate. Furthermore, the user needs to concentrate on

the application and not on generating di�erent LODs whose only purpose is to improve

rendering speed and which are not directly related to the application.

Since these LODs are simply representations of the actual objects they do not necessarily

need to be versions of the same object with fewer geometric primitives (or drawn with a

less accurate rendering algorithm such as at shading instead of Gouraud shading) but

rather representations that can be drawn on the computer screen in less time than the

actual object and provide the simulation with a feel similar to that obtained by using the

full detail object. Although this same idea also applies to a group of objects (cluster), the

details of how clusters are used are left to Chapter 6.
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In Section 5.1 we develop an extensible object-oriented framework as in [27, 3, 25] within

which objects (or groups of objects) can have multiple drawable representations, which we

have been calling impostors, that can be drawn by a graphics hardware.

A framework as intended here is the de�nition of the behavior of a collection of objects

for use in visual navigation systems. These objects form the building blocks that can be

used, extended, or customized for particular software solutions. We have tried to make

it as complete as possible in the sense that it provides the basic functionality needed by

walkthrough systems. We also tried to make it exible and extensible so that future users

of this framework can easily add and modify its functionality. The actual implementation

of this framework is in C++ and is described in Chapter 7.

We then discuss in Section 5.2 the types of impostors that our framework supports and

how they can be automatically generated. We also give guidelines that can be used to

determine what impostors are allowed to be used at a certain point in the simulation and

a summary of the Chapter in Section 5.3.

5.1 Object-Oriented Design

In this Section we specify the main abstractions that should be used by a visual navi-

gation system together with their interfaces. Figure 5.1 shows the main abstraction of our

framework. The \Conceptual Object" class is an abstraction for any object in the model

whereas the \Drawable Representation" class represents a variety of hardware drawable

representations that are associated to a conceptual object. The \Conceptual Object" class
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Conceptual
  Object

   Drawable
Representations

Figure 5.1: Main abstraction.

Interface

Function Description Input Data Used

void

Draw(vp)

Renders a selected rep. accord-

ing to the current rendering algo-

rithm. Calls a virtual function in

the contained class.

Viewpoint A hardware draw-

able rep.

real Cost() Accesses the cost of rendering the

selected rep. A virtual function.

A hardware draw-

able rep.

real

Bene�t(vp)

Computes the contribution to im-

age quality of an object.

Viewpoint The items describ-

ed in Section 4.2

boolean

Visibility(vp)

Checks the object against the vi-

ewing frustum and marks it as in-

visible if there is no intersection.

Can return false positives.

Viewpoint Bounding box of

the object.

Table 5.1: Interface of the conceptual object abstraction

has the interface illustrated in table 5.1.

The \Drawable Representation" abstraction is depicted in Figure 5.2 and its interface

described in Table 5.2. This abstraction also contains, cost and accuracy values that are

instantiated by the particular subclass it represents. It contains a table of accuracies of the

given representation for selected viewpoints. During the walkthrough, depending on the

viewpoint with respect to the representation, the appropriate accuracy value is accessed.
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    Drawable
Representation

T-mesh Spline Box TMRectangle

AVColorBox TMBox RoTTMRectangle

PolyList

TriList

. . .

Figure 5.2: Abstraction for hardware drawable representations

Interface

Function Description Input Data Used

void Draw(vp) Renders a drawable rep. A vir-

tual function.

Viewpoint A hardware draw-

able rep.

real Cost() Accesses the rendering cost asso-

ciated to a rep.

A hardware draw-

able rep.

real

Accuracy(vp)

Accesses the accuracy of a rep.

with respect to the full detail

object.

Viewpoint A hardware draw-

able rep.

Table 5.2: Interface of the hardware drawable abstraction

In Table 5.3 some of the subclasses of a drawable representation are shown together

with the data they use. Associated to each of these subclasses there is a \Draw" function

that takes the viewpoint as input and draws the representation on the computer screen.

The subclasses depicted in Figure 5.2 are either hardware primitives such as t-meshes and

splines or impostor types such as those mentioned in Section 5.2.1 below. Other classes

may be added to this design as deemed necessary to solve a particular problem or to add a

particular feature to the walk-through program.
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Abstraction Interface

Description Data

T-Mesh Draws a t-mesh. Array of points

Spline Draws a NURB based on control po-

ints and weights

Array of control points

and weights

Box Draws a parallelepiped wireframe Eight points.

AvColorBox Draws a solid box with colors Eight points and six

colors.

TMBox Draws a box with a texture map pas-

ted on each face

Six pointers to texture

maps and eight points

TMRectangle Draws a texture mapped rectangle 4 Points and a pointer

to a texture map

RotTMRectangle Draws a rotating texture mapped rect-

angle that follows the viewpoint as it

moves

Same as above plus the

angle of rotation

PolyList Draws a list of polygons List containing a list of

points and colors

Table 5.3: Some hardware drawable abstractions.

Drawable Rep.

Inventor

Drawable Rep.

Wavefront

Drawable Rep.

OtherFormats
. . .

Figure 5.3: Input models abstractions.

The hardware drawable representation interface is composed of a single virtual draw

function that is appropriately rede�ned according to its subclasses. This allows the design

of dedicated and therefore very e�cient rendering routines for each particular representation

and thus allowing the extraction of the maximum performance of the expensive graphics

subsystem. All subclasses share a rendering algorithm variable which is used to select a

representation and can be set to account for at and Gouraud shading, hardware lighting,

anti-aliased and texture mapping representations.
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To complete our design we de�ne auxiliary abstractions that will make the program

more general by allowing di�erent drawable representations to be input to it. These classes

are depicted in Figure 5.3. In this design we will have a class for each modeling software

supported that will contain a function to read a certain format and convert it to a list of

hardware renderable primitives.

5.2 Impostors

In this Section we present the kind of impostors that our framework currently supports,

explain how they can be automatically generated and what are the criteria used to select

them during the visual simulation.

5.2.1 Types of Impostors

Our framework allows for two kinds of impostors: view-dependent and view-indepen-

dent. LODs are impostor representations for an object that are usually geometrically sim-

pli�ed user generated versions of the object that preserve as much as possible the character-

istics of the highest LOD of the object such as its form, details and colors. The perception

of these representations are not a�ected by the viewing direction on which they are looked

upon and therefore are called view-independent impostors.

Other impostors in turn are view-dependent meaning that they might not be suitable

for given view angles. Given a complex object, a view-dependent impostor representation

for it can just be a texture map containing the view of the object from a certain viewpoint.
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We now enumerate the impostor types, classi�ed as view-dependent and as view-in-

dependent representations of a given object, that are currently being used in our system

implementation. Other impostor types can be easily added to the system according to our

object-oriented approach in Section 5.1.

5.2.1.1 View-dependent Impostors.

� TMRectangle: This impostor type corresponds to a texture map that is pasted onto

the appropriate face of the object's bounding box.

� RotTMRectangle1: This is a variation of the TMRectangle type above in which the

TMRectangle instead of being pasted to one of the faces of the object's bounding box

it is centered at the object's center and it is made to rotate to follow the viewpoint.

It is particularly suited to represent symmetric objects such as pine trees.

� PseudoTMRectangle: This is yet another variant of the TMRectangle type. Since

meshed triangles (or meshed quadrilaterals) are much faster to draw2 then regular

polygons we create a mesh in which each pair of meshed triangles (or a single quadri-

lateral) corresponds to a pixel in the texture maps. This type can be used in machines

that do not support texture mapping or in cases where the texture maps in the system

are causing excessive page faults to happen thus disturbing the interactivity of the

system.

1This type is also known as billboard in [37]
2It is around 4 times faster to draw than triangles on the RealityEngine
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5.2.1.2 View-independent Impostors.

� LODs: These impostors are the conventional levels-of-detail that are used to represent

objects.

� AvColorBox: This impostor is a representation for an object which is just a box with

average areas and average colors at each of its faces. It is useful to represent objects

whose image-space size during the walkthrough is just a couple of pixels.

� TMBox: This representation is a variation of the TMRectangle and corresponds to a

bounding box of an object onto which faces texture maps are pasted. This impostor

is suitable to represent box like objects such as a box shaped building.

5.2.2 Impostor Generation

View-independent impostors can usually be obtained by using the techniques described

in Section 2.2.1 or manually by the database designer. View-dependent impostors such as

the TMRectangle type texture map can be automatically obtained in the following way

with the help of a graphics hardware:

1. Set up a viewpoint, a viewing direction, an orthographic projection matrix and a

window size according to the resolution of the texture map to be obtained for the

object.

2. Draw the object in the appropriate window on a completely black background, adjust

the resolution of the texture by scaling the object, and grab the resulting image. What
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ultimately determines the resolution of the texture map is the complexity (or granu-

larity of details) that the object exhibits from the particular direction it is viewed.

3. Set the alpha component of black pixels to zero, so that if the object has holes in it

then we can see through when it is rendered.

Average color boxes (AvColorBox type) can also be obtained with the help of a graphics

hardware:

1. Repeat step one above.

2. For each face of the object's bounding box, draw the object onto a black background

and grab the resulting image. The average color for that face is just the sum of rgb

components of all non-black pixels divided by the number of non-black pixels on that

face. The average area is the number of non-black pixels in the image.

3. Compute the dimensions in world coordinate of the average area box.

Let xs; ys; zs; A1s; A2s; A3s and xw ; yw; zw; A1w; A2w; A3w be the x,y and z components

and the yz, xy, xz areas of the boxes in Figure 5.4 in screen and world coordinates, respec-

tively. Then from the equations: yszs = A1s, xsys = A2s and xszs = A3s, we get:

(I) xs =
p
A2sA3s=A1s, ys =

p
A2sA1s=A3s and zs =

p
A2sA3s=A1s and analogous

equations for the xw ; yw and zw dimensions.

Let Nx; Ny and Ox; Oy be the dimensions of the viewport and the orthographic viewing

volume, respectively. Let K be NxNy=OxOy . Then we have:
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Figure 5.4: Boxes in screen and object spaces.

(II) A1s = KA1w, A2s = KA2w and A3s = KA3w.

From (I) and (II) above we get xw = 1p
K
xs, yw = 1p

K
ys and zw = 1p

K
zs.

The generation of pseudo-texture maps (PseudoTMRectangle type) involves a pre-

processing of the original texture map. As stated before, the pseudo-texture map is an

image that is pasted onto a triangular or quadrangular mesh (t-mesh and q-strip in the SGI

jargon) in which every pair of triangles forming a rectangle corresponds to a pixel in the

image. Therefore, if resolution of the image is high then too many meshed triangles will be

needed making the rendering speed gain of using meshes disappear. To solve this problem

we successively shrink the original image a user-speci�ed number of times by convolving

it with a Gaussian �lter that averages the RGB components of the pixels. The new and
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Figure 5.5: An example of a pseudo-texture map. Left the original texture map (TMRect-

angle). Middle a pseudo-texture map (PseudoTMRectangle). Right detail of the t-mesh.

smaller image resolution is then used to compute the triangular mesh shown in Figure 5.5.

Although the process of shrinking the image is a little slow, it takes place when the model

data is read into the walkthrough program and before the actual navigation of the model.

As with the TMRectangles, pseudo-texture maps are pasted onto the faces of the object's

bounding box.

The shrunk image can also be used as a texture map but the resulting image can appear

more blurred than the pseudo-texture map since at shaded meshed triangles are drawn

without any further �ltering (except the one already used to shrink the image).

Since when shrinking an image we are removing its high frequency components (its

edges) this is a smoothing process, and for small image-space sizes the image ickers less

when rendered as a pseudo-texture map then when rendered using the texture mapping

hardware.
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5.2.3 Guidelines for Impostor Selection

There are certain cases where speci�c impostors must be used and others where more

then one impostor is suitable. We use two criteria to select impostors: The image-space

size of the object and the viewpoint in object coordinates.

The size of an object in image-space N is the number of pixels resultant of the projection

of the object onto the screen and can be approximated by:
NxNy

W
!, where Nx and Ny are

the window dimensions, W is the maximum solid angle, i.e., is the solid angle that covers

the entire viewing frustum and ! is the solid angle subtended by the object.

The solid angle ! subtended by an object can be approximated by
A cos(�)

d2
, where A is

the area of the appropriate face of the objects bounding box, � is the angle the faces normal

make with the line of sight and d is the distance of the object to the viewpoint.

The maximum solid angle W can be approximated by: A

n2
, where A is the area of the

intersection of the near clipping plane with the viewing frustum and n is the distance from

the origin of the coordinate system to the near clipping plane. We compute A as follows:

(I) h

w
=

Ny

Nx
and (II) tan(fov

2
) = h=n and (III) A = 4hw, where h and w are as in

Figure 5.6 and fov is the �eld of view. Substituting h and w from (I) and (II) into (III)

yields in A =
4n2 tan2(

fov

2
)

a
where a is the window's aspect ratio

Ny

Nx
.

An expression for the image-space size N of an object is then: N =
Ny

2

4 tan2(
fov

2
)
!. Note

that only the object's solid angle needs to be computed in real-time.

The viewpoint in object coordinates can easily be calculated by a simple inverse matrix.
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Figure 5.6: The viewing frustum after the viewing transformation.

For instance, if the modeling commands that place an object in world coordinates is a ro-

tation, say, R(�), followed by a translation T (x; y; z), then the transformation that takes a

point in world coordinates to object coordinates is just: M = T (�x;�y;�z)�R(��). There-

fore to obtain the viewpoint in object coordinates we just left multiply it by transformation

matrix M which can be obtained directly from the graphics hardware.

Assuming that we have computed the image-space size N of the object and the viewpoint

with respect to the object's coordinate system we give the following guidelines to select

view-independent representations.

If N is less then a few pixels then the representation that must be used is the AvCol-

orBox. There is no point in rendering any representation even slightly more complex than

this since details will not show on the screen. If, however, the solid angle is greater then a

pre-�xed percentage of the maximum solid angle W then this means that the object is right
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in front of the viewpoint and needs to be rendered in full detail. So in this case the actual

object (its highest LOD) must be selected. If di�erent LODs are present in the model, then

di�erent image-space size thresholds for the objects may be used to select the appropriate

LOD to be displayed.

Each view-dependent representation is only suitable for a particular viewpoint. If one

texture map is provided for each face of an object's bounding box, we can determine what

representation can be used as follows:

1. Along with each view-dependent representation that is generated in a pre-processing

phase we associate a number corresponding to the region in object space the view-

point was in when the representation was generated. These regions are illustrated in

Figure 5.7. The number of regions used will depend upon the object, the application

and the memory requirements of the machine on which the application will run.

2. During the walkthrough we determine the viewpoint with respect to the object's

coordinate system and thus the region it is in. We then use this region number as an

index in a table of regions associated to each object.

5.3 Summary

The object-oriented framework developed in this Chapter is based on the idea that an

object (or cluster) can have many di�erent representations associated to them, including
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Figure 5.7: Possible viewpoint regions in object coordinates.

conventional LODs and special types of representation called impostors. Thus this frame-

work provides a generalization of the LOD concept.

We have presented ways of automatically generating representations for objects and

clusters, mainly the view-dependent ones, and criteria to select them in real-time.

Since this framework places no restriction upon the representations allowed for ob-

jects/clusters it accommodates both automatically generated and user provided ones.

Although any visual navigation system can bene�t from using the framework described

here, the problem of having more unoccluded objects inside the viewing frustum then the

hardware is able to render interactively, is only addressed when we also use representations

for clusters. This is the subject of Chapter 6.

68



6

Navigation System Design

The basic goal of this work is design a visual navigation system that is able to keep a

user-speci�ed uniform frame rate when displaying a complex environment. What we mean

by a complex environment is one that at any given time may contain more visible graphics

primitives inside the viewing frustum then the machine that the system is running on is

able to render during the available frame time.

Before solving this problem by using drawable representations for objects as well as

for groups of objects we �rst formalize it as an NP-complete tree traversal problem in

Section 6.1 and present an outline of the overall design in Section 6.2.

The considerations upon which a hierarchy representing the model (or the model hierar-

chy for short) is built along with its construction is given in Section 6.3 while the algorithms

used in its traversal are presented in Section 6.4.

Since the system we have designed is a predictive system that uses bene�t and cost

heuristics we present in Section 6.5 a methodology to analyze and validate our design. The
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Figure 6.1: The meta-object abstraction.

last Section presents a summary of the Chapter.

6.1 Formalization of the Problem

We begin by de�ning a meta-object to be an entity that has associated to it one or more

hardware drawable representations as in the framework described in Section 5.

A conceptual object is an instance of a meta-object that has a well-de�ned meaning to

the walkthrough application, such as a building, a car, and so on, while a cluster of objects

is an instance of a meta-object that represents a set of conceptual objects. This distinction

between conceptual objects and clusters is made because conceptual objects are the building

blocks which can be instanced by the user to assemble the virtual world by specifying their

positions and orientations in space whereas clusters represent groups of conceptual objects

after they have been positioned in space. Figure 6.1 shows the conceptual object and cluster

abstractions connected to the meta-object abstraction by an `is-a' relationship.

70



Again, a hardware drawable representation is an entity that can be rendered by the

graphics hardware and is an abstraction that represents a conceptual object or a cluster of

objects and has associated to it a rendering cost and a measure of its \contribution" to the

simulation.

The rendering cost of a meta-object is de�ned to be the user time that the graphics

hardware takes to render one of its representations on the screen and therefore is not directly

inuenced by variables such as the state of the operating system, interrupts or system load.

The contribution that a meta-object provides to the simulation refers to the contribu-

tion of a conceptual object and its representations . It can be measured by a per-object

bene�t heuristic such as described in Section 4.2 that incorporates view dependency as in

Section 4.3, possibly incorporating the meaning of objects when viewed as a whole.

The model is then de�ned as a collection of conceptual objects at speci�c positions and

orientations in space that form the environment in which the user navigates.

The model hierarchy is de�ned to be a tree structure whose nodes are meta-objects which

provide multiple representations of the model, each representing it at a given rendering

time and providing the user with a given perception of it. The root of this tree contains

the coarsest drawable representations of the entire model with the lowest possible rendering

costs. Likewise each parent node contains drawable representations of its children that

have rendering cost less than the sum of the rendering cost of its children. While the root

contains the coarsest representation of the model with the lowest possible rendering cost,

the leaves form the perceptually best representation of the model with the highest rendering
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cost.

More formally, the model hierarchy M is a tree structure that can recursively be de�ned

by the following rules:

1. A meta-object that has no children is a model hierarchy with just one node, the root

node.

2. LetM1;M2Mn be model hierarchies whose root nodes are the meta-objectsm1; m2 : : :

mn, respectively, that represent sets of conceptual objects and have associated to each

of them the sets r1; r2 : : : rn of drawable representations. Let m be a meta-object that

represents the union of mi and has associated to it a set r of drawable representations

such that Cost(Max(r)) <
P

n

i=1 Cost(Min(ri)), where Max(r) is the representation

that has the highest cost among those in r,Min(ri) is the representation that has the

lowest cost among those in ri and Cost(x) is the rendering cost of representation x.

M is then de�ned to be a model hierarchy if m is the parent of mi for i = 1::n.

Given these de�nitions, we state the walkthrough problem as a tree traversal problem:

\Select a set of nodes in the model hierarchy that provides the user with a perceptually

good representation of the model" according to the following constraints:

1. The sum of the rendering cost associated to all selected nodes is less than the user

speci�ed frame time.
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2. Only one node can be selected for each path from the root node to a leaf node, since

each node already contains drawable representations that represent all its descendant

nodes.

The problem as described by this formalization is an NP-complete tree traversal problem

and is a variant of the \Knapsack problem". The candidate sets from which only one

element will be selected to be put in the knapsack are the set of representations associated

to each meta-object. The knapsack size is the frame time per frame that the selected

representations must not exceed. The cost of each element is the rendering cost associated

to a representation. The pro�t of an element is the accuracy of the representation plus the

bene�t of the object with which it is associated.

To solve this problem we use the framework described in the previous Chapter, appro-

priately extended by the meta-object abstraction as shown in Figure 6.1 and develop a

model hierarchy building and traversal strategies. These issues as well as an outline of the

whole system are examined in the next Sections.

6.2 System Outline

As in the model described in Section 2.4 the design of our navigation system also ac-

knowledges the need of a pre-processing phase where the illumination of the model can be

computed and a representation for the entire model can be built. This representation how-

ever allows for situations where there can be more visible objects for a given viewpoint than
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can be rendered in real-time and assumes that no visibility information can be extracted

from the model.

The illumination computation of the environment can be done by using the radiosity

technique described in Chapter 2.3. In this case we would generate a new object that is,

geometry and shading, for each object in the model and store it in an object database1.

If hardware lighting is enough then we keep only the original objects in the database,

instancing them when appropriate. The pre-computation of the global illumination of the

environment however, is not addressed in this work.

The model hierarchy is designed so that during the walkthrough phase, geometry can

be culled away without disregarding any visible objects inside the viewing frustum. This

hierarchy uses and extends the framework described in Chapter 5 such that in the same

way objects can have many di�erent representations so can sets of objects. However, to

actually gain rendering time, a representation for groups of objects needs to take less time

to render then the sum of all actual objects that it is a representation of.

The model hierarchy can also be viewed as an extension of the LOD concept for the

entire model viewed as a whole. At the lowest level of this hierarchy, we have the whole

detailed model. Objects in subsequent levels are grouped together to form the next level

of the hierarchy, until the whole model is represented by a single primitive. By clustering

together all the objects in the model and thereby arbitrarily reducing its complexity our

simulation will never, in a sense, disregard any piece of the model as in the previous approach

1This would increase the memory requirements for the walkthrough program and a strategy to swap

objects in and out of memory may be required
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described in [15].

During the interactive phase of the navigation system the model hierarchy is traversed

and the selected nodes are sent to the graphics pipeline. As we shall see in Section 6.4

this will be done in two steps. First the visibility of each node (intersection with the

viewing frustum) is determined, an initial drawable representation selected and its cost

and bene�t computed. In the second phase, a best �rst traversal algorithm descends the

model hierarchy, examining the most \bene�cial" nodes �rst, selecting nodes to render and

accumulating rendering cost until the user speci�ed frame time is reached.

The entire system is depicted in Figure 6.2. This approach is also a variation of the

predictive approach since instead of using the time to render the previous frame to select

representations to render in the current frame as in the reactive approach, we are estimating

the time and quality of the next frame before rendering it. It also assumes that interactivity

is more important then image quality in situations where there are too many visible graphics

primitives inside the viewing frustum than the hardware is able to draw in real-time.

The rationale behind the construction of this hierarchy is given in Section 6.3 whereas

how this hierarchy is traversed is presented in Section 6.4.

6.3 Design of the Model Hierarchy

To achieve interactive navigation of a complex model we need �rst to pre-process it in a

way that conforms to our formalization of the problem in Section 6.1. Intuitively, we need
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Figure 6.2: Diagram for the proposed system.

to design a data structure that possesses the following characteristics:

1. Similar to techniques for realistic image generation such as ray-tracing, the object

space of the entire model needs to be recursively partitioned into increasingly small

cells containing fewer objects so that when the viewing frustum does not intersect a

cell, all the geometry inside it can be discarded.

2. It needs to support objects as well as groups of objects with sets of low-cost hardware

drawable representations associated with them, so that when there is not enough

rendering time to draw the objects we can select representations for entire groups of

objects to render.
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6.3.1 Tree Structure

The characteristics above suggest a hierarchical tree structure that subdivides the entire

3D space into cells in which each cell (node) contains drawable representations of the clusters

it represents.

The top level node of this hierarchy has to contain a representation of the whole model

and the leaves have to contain, among their representations, the actual objects in the

model. Each intermediate node contains representations of entire groups of objects that do

not overlap and are faster to render than the sum of the rendering cost of its children as in

our formalization in Section 6.1.

The proposed structure contains representations for the entire model at each level and

can be viewed as a generalization of the level-of-detail concept for the entire model. In the

top level or root node, we have a very coarse, very-low cost representation for the whole

model. At the next level down we have a better representation (though more expensive) of

the model and so on, so that at the leaves we have the best and most expensive represen-

tations for the model. In this way, we can select the representation that best �ts the image

quality requirements and the amount of rendering time we have available at each frame.

Based on the discussion above, the tree structure that we decided to use a variant of an

octree [21] in which instead of having actual objects associated to its nodes we have sets of

hardware drawable representations for the objects that it spatially subsumes.

The octree we actually use in our implementation allows us to have a di�erent number
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of subdivisions for each x, y and z axis, and is constructed in a bottom-up fashion instead

of the traditional top-down recursive way. The reason why this hierarchy is constructed in

a bottom-up fashion is just to facilitate the monitoring of the hierarchy construction. As

we shall see in Chapter 7 our hierarchy building implementation shows what objects are

being grouped together into clusters. If the clusters contain too many or too few objects

we can stop the program and input a better octree cell size.

This octree provides a hierarchical spatial partitioning of the entire model into cells and is

also a bounding volumes hierarchy in which each node corresponds to the bounding volume

of all the objects that are completely inside it. Also, since each node contains drawable

representations for object(s) this tree has the dual purpose of serving as a rendering aid

and that of culling sets of object against the viewing frustum. Figure 6.3 presents the model

hierarchy for a city.

6.3.2 Hierarchy Building

Up to now, we have only talked about the organization of the tree structure and what

information its nodes contain. Nothing has been said about the criteria used to group

objects into clusters of objects represented by tree nodes. Our current implementation only

takes into account the nearness law of organization presented in Section 4.4 2 and our model

hierarchy building program is designed to cluster together nearby objects �rst as shown in

Figure 6.4. Note that representations are generated only if there are more then one object

2Other laws can also be considered although their use is not as straightforward as the nearness law.
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Figure 6.3: Currently implemented model hierarchy for a city. Here it is assumed that the

representation at each parent node cost less to render then the sum of its children.

totally inside each cell. Single objects inside a cell as well as objects on cell boundaries will

be grouped in the next levels up in the hierarchy. Figure 6.5 shows the structure of subtree

A depicted in Figure 6.4.

Note that the size of an octree node is usually smaller then the octree cell size since

it corresponds to the bounding box of the objects totally inside the cell. This has the

advantage that if there is a group of objects whose bounding box is much smaller then

the cell size then it is more likely that the cell will be discarded when checked against the

viewing frustum.

It is important to note that each time we cluster3 objects together we always take into

account the actual objects that the cell subtends instead of previously computed clusters.

3What is meant by clustering is basically the generation of impostors for the group of objects.
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Figure 6.5: Subtree A as depicted on Figure 6.4.
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The model hierarchy building algorithm works as follows: we start by creating what we

call a child's list that contains all the conceptual objects in the model with their bounding

boxes. This initial list will correspond to the leaves of the tree. Then we compute an initial

cell (and thus the tree height) size based on the proximity of the objects in the x, y and z

directions, since we want to start grouping objects that are close together. The initial cell

size is a function of the bounding box for the entire model and the number of divisions of

the x, y and z axis.

The child's list is used to generate the next level of the tree in a bottom-up fashion as

follows: For each level of the tree and for each cell in that level, we get the set of objects that

are completely inside the cell. If this set is empty we move on to the next cell. Otherwise

we compute the bounding box of the objects in the cell and discard it if the bounding box is

already in the child's list, since impostors for that set of objects has already been computed.

If it is not in the list we create impostor representations for the objects inside the cell and

associate them to the cell.

In our implementation these impostors are texture maps (textured clusters when they

refer to groups os objects) obtained in the same way as described in the previous chapter,

although they can be any drawable representation, even ones generated by an artist, since

our only requirement is that the costs to render a node is less then the sum of the rendering

cost of its children. After impostors are computed, we make the node point to its children

and remove them from the child's list. We then add the new node to the end of the child's

list and repeat the process until we obtain a single cell with an impostor representation for
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the entire model. It is important to note that at each time we cluster objects we always

take into account the actual objects that the cell subtends instead of previously computed

clusters.

The octree constructed by the above algorithm has the following properties:

Height \H":

H = MAX(divx; divy; divz), where divx, divy, and divz are parameters such that the

number of divisions in x, y, and z axis of the bounding box for the entire model, are 2divx,

2divy , and 2divz , respectively.

Number of nodes \N(l)"at level \l":

N(l) = 2MAX(0;divx�(H�l))2MAX(0;divy�(H�l))2MAX(0;divz�(H�l)), where the root node

corresponds to level 0. In the case where the number of divisions is equal in all axis, we get

the usual octree, where N(l) = 2l2l2l.

Number of leaves \N(H)":

N(H) = number of conceptual objects in the model.

6.4 Traversal of the Model Hierarchy

Due to the NP-complete nature of selecting representations to render from the model

hierarchy, we have devised a heuristic algorithm that quickly (in less than the frame time)

traverses the model hierarchy. This algorithm selects representations to be rendered, accu-

mulating rendering cost until the user-speci�ed frame time is reached. When this occurs,
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Routine BuildModelHierarchy(divx,divy,divz)

f
GetInitialCellSize(divx,divy,divz,bb);

ni = 2divx; nj = 2divy ; nk = 2divz ; // Get # cells in each dimension

Generate bounding box for all objects in model and insert in

the child's list(chl).

pass = 0;

Repeat (until size of chl = 1) f
// Compute the x, y and z limits for the current pass.

limi = ni

2pass
, limj = nj

2pass
and limk = nk

2pass
.

GetCellIncrements(); // In x, y and z dir.

x = minimum of model bounding box in x.

for i = 0 to limi f
y = minimum of model bounding box in y.

for j = 0 to limj f
z = minimum of model bounding box in z.

for k = 0 to limk f
Get objects entirely inside cell and

the cluster's bounding box.

if (bounding box inside chl) continue;

Compute the impostor representation.

Remove children from chl and add to current cell.

Add cell (bbox) to the end of chl.

Increment in z;

g
Increment in y;

g
Increment in x;

g
Increment pass;

g
g

Figure 6.6: Pseudo-code for building the model hierarchy octree.
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Figure 6.7: Tree representing the model hierarchy and the rendering list.

the algorithm stops and sends a list of representations to the graphics pipeline. Figure 6.7

presents an example of our model hierarchy together with a list of the nodes selected to be

sent to the graphics hardware for rendering.

Intuitively, since we want to spend most of the frame time rendering drawable represen-

tations of objects/group of objects that contribute the most to the perception of the model,

the traversal of the model hierarchy should be guided by a bene�t heuristic.

While the bene�t heuristic for a conceptual object can be measured by quantifying the

issues mentioned in Section 4.2, the bene�t of a group of objects is more subtle and di�cult

to quantify. Since at each point of the tree traversal we wanted to explore the branch where

the most \bene�cial" objects are, we made the bene�t of a cluster be the bene�t of its most

\bene�cial" object.

Since our tree traversal should begin at the coarsest representation of the model and
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descend its children in order to get better representations according to the available frame

time, at each given node we need to know the bene�ts of its children to select the best branch

to descend �rst. The problem is that the bene�t heuristic associates bene�t not to clusters

but to conceptual objects that are at the very bottom of the tree on its leaves and high up

in the hierarchy we do not know to which branches of the tree the most bene�cial objects

belong. Because of this, we have decided to break this selection task into two phases. First,

we recursively descend the tree computing the visibility of each node, assigning bene�t, and

initial representations to be rendered. In the second phase, at any given time we descend

the most promising branch of the tree structure in a best-�rst fashion, accumulating frame

time as representations to render are selected. If at any point in this traversal frame time

is still available then a better representation is selected. On the other hand, if frame time

is running out, cluster representations are selected for rendering.

6.4.1 Assigning Representation, Cost, Bene�t and Visibility.

In this �rst phase of the selection process, we recursively descend the model hierarchy in

a depth-�rst manner, associating visibility to each node in the tree, and an initial drawable

representation and bene�t to visible nodes.

The visibility of nodes are computed by checking if the bounding box in eye-coordinates

of the bounding box of the object intersects the viewing frustum as described in Sec-

tion 7.3.3. We determine if a node is visible if at least one of its children is visible.

Since the leaves represent single objects, their bene�ts are computed as a weighted
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average of the factors intrinsic to objects as described in Section 4.2. The bene�t value

associated to an intermediate tree node is taken to be the maximum value of all the bene�ts

of its children4 .

At a given point in the simulation a view dependent and a view independent represen-

tation for an object is selected using the criteria speci�ed in Section 5.2.3. The rendering

cost and accuracy of drawable representations that are stored with each representation in

the model are used to select which of these two representations will be assigned to be the

initial representation of the node. The representation that has the highest accuracy/cost

ratio is selected to be the initial representation and the other, if its accuracy is greater than

the selected one, is kept as a backup \better" representation, so that if in the next phase

(described below), if there is still enough frame time left we try to improve on the initial

choice.

In cases, where it is determined that the bene�t of the object falls or surpasses a thresh-

old (cases such as the ones where an AvColorBox or the full detail LOD should be used),

then this mechanism is by-passed and no accuracy/cost ratio is examined.

This �rst phase is implemented as a recursive algorithm and its pseudo-code is given in

Figure 6.8.

A clear disadvantage of this algorithm is that its complexity is O(n)5, where n is the

number of objects (not graphics primitives) in the model, that is, in the worst case where all

4We could also assign the bene�t to be the sum of all the bene�t of the node's children. The approach

we adopted insures that the most bene�cial object will get the most \attention" �rst whereas this other

approach insures that this attention is given �rst to the set of objects that is most bene�cial.
5It runs in time proportional to n.
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Routine AssignRepCstBenVis(node)

f
if (node is not visible) return

AssignRepresentation(node);

AssignCost(node);

if (node is a leaf) f
AssignBene�t(node);

return;

g

node.Bene�t = node.CostOfChildren = node.Visibility = 0;

for each child of node f
AssignRepCstBenVis(child);

if (child is visible) f
node.Visibility = 1;

node.Bene�t = MAX(node.Bene�t, child.Bene�t);

node.CostOfChildren += child.Cost;

g
g

g

Figure 6.8: Pseudo-code for assigning representation, cost, bene�t and visibility to the

model hierarchy tree.
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the objects in the model are visible we need to visit all the leaves of the tree. This problem

can be minimized by parallelizing this search since each branch of this tree is independent

from each other. A better algorithm that merges this algorithm and the one described

below is described in Section 7.5.

6.4.2 Best-First Tree Traversal.

In the second phase of the selection of objects to be rendered, we use the information

obtained in the previous phase for each node of the model hierarchy to implement an e�cient

'best-�rst' tree traversal.

To implement this strategy, we make use of a list of meta-objects organized in decreasing

order of bene�t (computed in the previous phase). We keep accumulating frame time as

we select representations to render and whenever the time required to render the children

of a node plus the total accumulated time so far exceeds the frame time we insert the

representation for the node in the rendering list and move on to the next node.

The algorithm �rst explores the branches of the tree connected to the most bene�cial

nodes as follows: Start by inserting the root node in the list and setting the total rendering

cost to be the cost of rendering the initial representation associated to the root node. We

then process this list until it is empty. We remove the element in the front of the list and

discard it if it is not visible.

If the node is a leaf node (containing a conceptual object) and the initial representation

assigned is not mandatory, (i.e., the object is neither too close so that the full detail version
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of the object has to be used nor too far away so that only low cost representations such

as the AvColorBox should be used) we check if there is still rendering time left to select a

better representation for the object. In the positive case we select to render (insert in the

rendering list) the higher accuracy representation for the node and add its rendering time

to the total accumulated rendering time.

If the node contains representations for a cluster of objects, we check if instead of

rendering the cluster representation we still have time to render all of its children, i.e., the

total accumulated time plus the cost of rendering the node's children does not exceed the

frame time. In the positive case, we insert each of its visible children in the list ordered by

each ones bene�t and add their cost to the total accumulated rendering time. Otherwise

we insert the cluster's representation into the rendering list.

Note that at each point in this traversal, a complete representation of the scene is stored

in the list of meta-objects and whenever there is frame time left to render the children of a

node, before adding the cost of the children to the total accumulated cost we subtract the

cost of the initial representation for the node.

The pseudo-code for this 'best-�rst' tree traversal that computes a list of representations

at each frame is given in Figure 6.9. The \*" on the pseudo-code indicates where the

temporal coherence mechanism described in Section 6.4.3 should be inserted.

This algorithm tends to concentrate most of the frame time on the most \bene�cial"

objects. While navigating through the model the viewpoint can randomly get close or far

away from objects that require most of the frame time. This sometimes causes a seemingly
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Routine SelectRepresentations(root)

f
totalCost = root.Cost;

Insert the root node in ordered list L.

While (L is not empty) f
Remove a 'node' from L's head;

if (node is not visible) continue

if (node is a leaf) f
if (current rep. is not mandatory) f
if (totalCost - node.Cost + betterrep.Cost <= FrameTime) f
(*)

Set curr. rep to be the betterrep;

Add the rep.'s cost to the totalCost;

g
g
Insert object into the rendering list;

continue;

g
costChildren = node.costChildren - node.Cost;

if (totalCost + costChildren <= FrameTime) f
totalCost += costChildren;

for all children of node

if (child is visible)

Insert child in L;

g
else

(*)

Insert cluster into the rendering list;

g
g

Figure 6.9: Pseudo-code for selecting representations to render.

90



random switch from a cluster representation to the representations of the actual objects

(or vice-versa) and back from frame to frame resulting in an undesirable ickering of the

two representations. This is minimized by a simple mechanism that explores the temporal

coherence that exists from frame to frame and is described in the next Section.

6.4.3 Temporal Coherence

The idea is to discourage switching from representations for parent nodes to represen-

tations for children nodes and we keep one counter to count how many times the program

decided to switch from clusters to objects and another to count how many times it decided

to change from objects to cluster. The actual switching is only allowed if either counter ex-

ceeds a pre-�xed threshold. This prevents the switching from one representation to another

in one frame and back in the next frame as the viewpoint moves in the model.

This simple temporal coherence mechanism is implemented as a routine that delays

the switching from representations of parent nodes to representations of children nodes

only. The delayed switching from children representations to cluster representations is not

implemented since it would occur in a situation where most of the frame time has already

been allocated and this delay would invariably reduce the frame rate.

This routine is part of the representation selection algorithm and should be inserted in

the place marked by an asterisk in Figure 6.9 and its pseudo-code is given in Figure 6.10.
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Routine DelayClusterSwitching(node, dir)

f
If (dir == 0) f // Changing from cluster to objects.

If (node was rendered in last frame) f
Increment cluster to object counter(node.ctoo);

if (node.ctoo < CTOOTHRESHOLD) f
Insert node in rendering list;

return(1); // Delay switching.

g
else f
Mark node as not rendered;

node.ctoo = 0;

return(0); // Switch.

g
g
return(0); // Proceed as usual.

g
else f // Changing from objects to cluster.

If (node was rendered in last frame)

return(0); // Proceed as usual.

else f
Increment object to cluster counter(node.otoc);

if (node.otoc < OTOCTHRESHOLD)

return(1); // Delay switching.

else f
Mark node as rendered;

node.otoc = 0;

return(0); // Switch.

g
g

g
g

Figure 6.10: Pseudo-code of a simple temporal coherence mechanism to avoid frequent

switching from cluster to objects and vice-versa (not implemented).
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6.5 Validation of System Design

Up to now we have described how to design a system to achieve a uniform and approx-

imately constant frame rate while displaying the \best" possible image constrained to the

available rendering time per frame. However, since the success of our strategy is based on

heuristics, i.e., meta-knowledge, we have no scienti�c guarantee that a system designed in

the way we are proposing will achieve its purpose.

Typically, constraint satisfaction problems that use meta-knowledge, to �nd an approx-

imate solution can be viewed in the way depicted in Figure 6.11. The sets of elements in

a space of candidate sets are submitted to a selection process that uses meta-knowledge

(heuristics) to select sets of elements, each containing one element from each candidate set,

so that each set satis�es the given constraint. These sets are then applied to the problem

and the results are observed.

To be sure that the meta-knowledge yields a near optimal result, all possible sets of

elements that satisfy the constraint need to be applied to the problem and their error

with respect to the ideal result (one that would be obtained if there were no constraints)

measured. If we view the error metric as an energy function E(S1; S2; :::; Sn; constraint),

whose arguments are elements in the space of candidate sets and a constraint, then we can

be sure that our meta-knowledge is performing correctly, if and only if for all possible values

of our 'constraint' variable, the global minimum of `E' corresponds to the points chosen by

our heuristics. If that is not the case, then by analyzing the behavior of this error function,

we can propose changes to our meta-knowledge.
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Figure 6.11: Strategy to analyze a constraint-satisfaction system.

In our case, the candidate sets are sets of representations associated to each object in the

model. The selected sets are sets of representations for objects (or clusters), that contain

one representation for each object (or cluster) for the entire visible scene, subject to a frame

time constraint.

To determine if we are achieving our goal, we need to show that our meta-knowledge

(heuristic + selection algorithm) is selecting the set of representations, among those that

satisfy our frame time constraint, that yields the \best" picture, for all possible frame times.

Furthermore, we need to show that our selection algorithm is able to select represen-

tations that when rendered will not exceed the frame time limit. This is just a matter of

measuring the rendering time for each frame. The error metric in this case is simply the

di�erence of this time to the desired frame time. In Section 7.4, for a given model and a
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pre-determined path we present a graph of the frame versus frame time.

To determine if the best possible image is being achieved at each frame we will need a

way of comparing an image with the image that would be obtained if the time per frame were

in�nite. Again we resort to image processing techniques to determine the error between two

images. Since we just want to know which image from a set of images is the most similar

to the in�nite time image, we can use the Euclidean distance square between two images.

This standard similarity measure, also known as correlation6, is applied to blurred versions

of the two images to avoid the di�cult correlation of the high frequency components on the

two images.

Ideally, to validate our bene�t heuristics, for a given scene constrained to a given time

`t', we would have to measure the error of all possible selection of impostors that make

the rendering of the scene meet `t'. We would need to do this for all possible times, and

show that the set of representations selected by the heuristics, yields the global minimum

of the error function for each of the times `t'. The ideal proof is not feasible. Instead,

since we only have discrete possibilities for impostors, we will use discrete times, and select

representations for only two objects. For each time `t', we select representations of the

two objects that meet the time constraint and check if the selection made by our bene�t

heuristic and hierarchy traversal algorithm corresponds to the global minimum of the error

function for that particular time. If, for all possible times `t', our selection strategy resulted

in the global minimum of the error function, we can be con�dent about its use.

6This metric is sensitive to properties of the image such as brightness, and slight changes in shape and

size of objects (See [4]).
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Time Selection

t = 6 (3,3)

t = 5 (3,2), (2,3)

t = 4 (3,1), (2,2), (1,3)

t = 3 (3,0), (2,1), (1,2), (0,3)

t = 2 (2,0), (1,1) (0,2)

Table 6.1: Possible set of representations that achieve a particular rendering time.

Our experiment involves a house and a tree object, each of which, can be assigned four

di�erent representations, namely, the full detailed object, a texture map (TMRectangle),

an average color box (AvColorBox), and no representation, i.e., object is not rendered.

A rendering time is associated to each of these representations and we assumed that

representations of the same kind cost the same for both objects. Costs are assigned to

these representations in decreasing order of complexity from three (full detail) to zero (no

rendering). We then have the con�guration shown in Table 6.1.

In our test scene, we have placed the tree close to the viewpoint and the house far away.

We are evaluating two components of our bene�t heuristic (another simpli�cation), namely,

distance to view point and accuracy of representation.

In this situation our algorithm in a �rst pass would select a representation based on its

cost and accuracy and the distance of the object to the viewpoint. The algorithm would

select a view-dependent and view-independent representation for each object, and set the

one with highest accuracy/cost ratio to be the initial representation.

For the tree, the texture map would be selected and since the house is far away an

average color box would be appropriate. In the second pass available time would be �rst
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Figure 6.12: Two images and their blurred versions.

given to the tree (since it has higher bene�t) and then to the house. Thus, for times six,

�ve, four, and three, the representations selected would be (3,3), (3,2), (3,1), and (2,1),

respectively.

For time t = 2, since there is not enough time to render the initially selected repre-

sentations, the algorithm would render a textured cluster instead. For each of the possible

representations, we have computed the correlation between the blurred version of image

with the blurred version of the in�nite time image. Two of these images with their re-

spective blurred versions are shown in Figure 6.12. The results of this comparisons are

shown in Figure 6.13, where a curve for each time on the surface is shown. Examining this

surface graph, we see that the points chosen by our bene�t heuristic corresponded to points

of global minimum on the curves for each time. This is further illustrated by Figure 6.14

which shows correlation versus representation for each time.
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clusterobjects

Figure 6.13: Correlation surface of two images. The points selected by our bene�t heuristic

and selection algorithm correspond to minima of the discrete time curves.

It is interesting to note that the cluster representation for t = 2 is slightly better than

the best on the curve. This suggests that in some cases it would be better not to render

a given representation than render the cluster version of the group, if the error introduced

by the latter is too high. However, if there are too many visible objects that can not be

rendered for a given frame time, then large areas on the scene will be blank. This is unlikely

to be preferred to a textured cluster representation of the objects in that area.

In general, the results of the comparison of the output of the bene�t heuristic with the

ideal image needs to be analyzed in a way that would enable us to improve the bene�t

heuristic used. For instance, since the bene�t of an object is computed as an weighted

average of all the factors described on Section 4.2, such an analysis could suggest ideal
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Figure 6.14: Plot of the correlation of two images for four di�erent �xed times.

values for the weights of the components of our per-object bene�t heuristic.

An error metric similar to the one used here could also be used to suggest that other

factors might inuence the bene�t of an object. For instance, despite the fact that our

bene�t heuristic assigns low bene�t to objects in the periphery of the �eld of view, they

should have their bene�t increased if they are moving since our visual system is able to

detect motion even in the periphery of view. A temporal error metric could suggest the

addition of a component to the bene�t heuristic that would increase the bene�t of objects

moving in the periphery of view.

Nevertheless, this experiments is an indication that the meta-knowledge embedded in

the bene�t heuristic and selection algorithm is indeed achieving its purpose.
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6.6 Summary

In this Chapter we presented the architecture of a visual navigation system that ad-

dresses the problem of rendering an environment interactively that can have more unoc-

cluded primitives inside the viewing frustum then the hardware's ability to render them

in real-time and our design does not assume that visibility information has been extracted

from the model and therefore is particularly useful for outdoor environments.

By extending the concept of having impostor representations for objects to group of

objects and �nding representations for these groups that take less time to render then the

actual objects, we are able to create a hierarchy for the entire model in which each node

costs less to render then the sum of its children.

In cases where there are not enough rendering time per frame to render representations

for objects, our hierarchy traversal algorithm starts to select textured cluster to render.

This prevents large blank areas to appear on the scene.

For a simple scene with two objects, we were able to prove that our bene�t heuristic

together with our representation selection algorithm achieved our goal of obtaining the best

possible image subjected to a �xed rendering time constraint. This increases our con�dence

that in more complex situations our system will perform well.
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7

Implementation Details

This research has resulted in the implementation of three distinct programs. The �rst

program builds the model hierarchy and generates impostor representations for individual

objects and textured clusters for groups of objects. The second is a program that reads in

the model hierarchy and can display each of its nodes with the purpose of veri�cation and

measurement of the rendering cost and accuracy of representations for a variety of viewing

directions. The third program does the visual navigation based on �les generated by the

two previous programs. The formats of these �les are presented in Appendix C. The �rst

two programs are executed in a pre-processing phase while visual navigation is done in

real-time.

The platform used was a four processor1 SGI Onyx workstation with a RealityEngineII

graphics board. All programs are implemented in C++ and use GL [41] for rendering and

implement the framework described in Chapter 5. Both the walkthrough and cost/accuracy

1Each processor is a 150 MHz MIPS 4400.
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measurement programs have an X-Motif user interface described in Appendix B.

7.1 Model Hierarchy Building and Representation Genera-

tion

The program that builds the model hierarchy implements the hierarchy building algo-

rithm described in Section 6.3 and generates impostors as described in Section 5.2. It uses

two GL windows, one to create impostors and the other merely to illustrate the process of

building the model hierarchy, as shown in Figure 7.1. In this Figure, the right window dis-

plays the objects/clusters and computes texture maps for each of the sides of their bounding

boxes while the left shows octree cells. In this image, the dots represent objects that were

not \clustered" yet. The purple square with green dots represents the bounding box of

the objects (in green) that completely �t inside it and the \red" band represents groups of

objects already \clustered".

Objects are orthographically projected in six directions (perpendicular to the faces of

the object's bounding box) and surrounded by a square that delimits the object's image

which is then grabbed as a texture map. The resolution of this image can be adjusted by

pressing the up and down arrow keys. Since texture map memory is a limited resource,

we usually decrease the resolution of images that do not present \too many" details and

increase the resolution of those which do. After the entire hierarchy is built, each of its

levels is displayed and saved in �les for use by the other two programs.
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Figure 7.1: Model hierarchy building and representation generation.

7.2 Model Hierarchy Visualization and Measurement

The purpose of this program is three-fold. It is designed as a veri�cation program

to visualize the octree (model hierarchy) and the representations for all its nodes. By

clicking arrow buttons on an X-Motif interface we can display on the graphics window any

representation of any node in the hierarchy at any viewing direction.

This program is also used to measure the rendering cost of impostors. In Section 3.4,

we were able to come up with a formula which approximates the cost of rendering an object

composed of triangles. In general however, objects can be composed of many polygons, each

of which can have a number of vertices. Furthermore, these polygons, can be simple, convex,

concave, and in general non-planar2 and will �rst have to be broken down to triangles before

2A polygon is: simple, if edges do not cross each other; convex, if a line connecting two interior points is

also in the interior of the polygon; concave: if it is not convex; non-planar, if its vertices do not lie on the

same plane.
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being sent to the graphics pipeline. Our initial heuristic did not prove to be very e�ective.

Therefore, and in the context of Section 6.5, we have decided to avoid dealing with the issues

mentioned above with respect to arbitrary polygons by changing our cost heuristic (meta-

knowledge). Instead of computing rendering cost, we measure it for each representation for

each object/cluster and store these costs in a �le to be read by the walkthrough program.

Finally, this program serves the purpose of measuring the accuracy of representations

according to di�erent viewing directions by performing the sequence of image processing

operators described in Section 4.3.

To measure the cost of a representation, we �rst select the appropriate meta object and

the desired representation by pressing up and down arrow buttons on the control panel.

The appropriate meta object representation appears on the graphics window. We can

then position the representation using the mouse, specify the number of times it will be

drawn3 and start the time measurement. The cost4 in miliseconds is then displayed in the

appropriate �eld.

To measure the accuracy of representations, we put the the program in \accuracy" mea-

surement mode. When in \accuracy" mode, the graphics window is divided in two, one for

displaying the image of the actual object(s) and the other for displaying the impostor image

that we want to compare against. We select the meta object and impostor representation

3This is to prevent our measures to be dependent of the state of the machine during the measurements

and the workstation's clock resolution.
4Using this cost measurement program we realize that the raster stage of the machine we are using

(RealityEngine) is very fast. The time di�erence between rendering an object at a position where it has the

highest image size and in a position that it occupies just one or two pixels was around 0.2 miliseconds for

all the objects we have used.
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and the viewing direction from which the meta object will be rendered. Currently we use

�ve directions, four of which are perpendicular to the lateral faces of the meta object' s

bounding box and one perpendicular to its top face. When ready, we start the sequence of

image processing techniques explained in Section 4.3 in both windows. A similarity value is

output as a result of this process. Both cost and accuracy measurements can automatically

be made for the entire model.

7.3 Visual Navigation

The walkthrough program implements the framework described in Chapter 5 and the

traversal algorithms described in Section 6.4. The bene�t of an object is computed as an

weighted average of its distance to the viewpoint, distance to the center of the screen, and

semantics.

A smooth animation is achieved by selecting and rendering representations indepen-

dently in distinct processors and smoothly switching between two drawable representations

as explained below.

7.3.1 Multiprocessing

Parallelization is achieved by keeping two variables for the viewpoint and two chains of

meta-objects that can be selected by a binary `thread' variable and spawning a separate

process to compute the meta-objects to be rendered while using the parent process to

actually hold the graphics pipeline. At each frame, we �ll the chain selected by `thread'
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Routine Render()

f
While not end of simulation f

Update viewpoint;

Get viewing matrix;

V(ds);

DrawModel(thread);

P(cs);

thread = thread;

g
g

Figure 7.2: Pseudo-code for the rendering process.

and render the chain selected by thread. At the end, we synchronize the two processes and

make thread = thread and start over. The pseudo-code for the rendering process is given

in Figure 7.2 and that of the selection process in Figure 7.3.

Synchronization primitives like semaphores or barriers (Irix speci�c) were used to achieve

the synchronism between these two processes in a consumer/producer [48] fashion (the

selection process produces a rendering list which is then consumed by the rendering process).

In these algorithms two semaphores are used: `ds' and `cs', the draw and compute sema-

phores in a shared memory environment. If desired, prior to the execution of each algorithm

we can specify the processor on which each process will run.

If a higher degree of parallelism is desired and extra processors are available in the sys-

tem, then di�erent branches of the model hierarchy can be traversed by di�erent processors

runing the `AssignRepCstBenVis()' routine.

It also is important to mention that when updating the viewpoint, we are actually
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Routine Select()

f
P(ds);

AssignRepCstBenVis(root);

SelectRepresentations(root, thread);

V(cs);

g

Figure 7.3: Pseudo-code for the representation selection process.

getting the viewpoint for the next frame and copying the viewpoint used by the selection

process in the previous frame to draw the current frame. The viewing matrix, which needs

to be read directly from the hardware, is obtained by the rendering process (which holds

the graphics pipeline) and subsequently used (via shared memory) to compute visibility,

bene�t and initial representations by the selection process.

7.3.2 Representation Switching

The `DrawModel' routine in Figure 7.2 is a simple loop that for all selected objects it

issues draw commands and therefore prevents the graphics pipeline from becoming idle,

thus achieving optimal performance. To minimize the e�ects of switching drawable repre-

sentations from frame to frame (\popping") we use alpha blending to smoothly fade the

new representation `in' while fading the old representation `out'.

By specifying an alpha value, the hardware blends the incoming source color (of the

primitive being drawn) with the destination color (already in the frame bu�er) to obtain a

new pixel color = ��sourcergb+(1��)destrgb, when the objects are drawn in a back-to-front
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order, i.e., objects far from the viewpoint are drawn �rst.

This fading in/out of drawable representations is accomplished as follows: we start by

checking if the meta-object is currently in the process of changing representations. In the

negative case, if the current representation is di�erent from the one that was last drawn we

mark the object as changing representations, marked the `in' and `out' representations, set

a value for `�' and call a blend function to draw the `in' representation with `�' and the out

representation with (1-�). Otherwise we render the current representation as usual. In the

positive case, we check the number of times the in/out representations have been rendered

against a threshold, and if it has not been attained we blend the representations. Otherwise,

we mark the object as not changing representations and set the last representation to be

the current one. The pseudo-code for fading two representations in and out is given in

Figure 7.4.

7.3.3 Visibility Determination

Visibility checking is a critical point in our representation selection algorithm and we

determine if bounding boxes enclosing objects in the model intersect the viewing frustum.

A simple way of checking if a point in space is inside the viewing frustum (VF) is to

check if it is in the intersection of all half spaces of the six planes that determine the VF as

follows:

1. Get the coordinates of the eight points that compose the VF and the point in eye-

coordinates.
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Routine FadeReps(node)

f
if (node is not switching reps.) f
if (last rend. rep 6= current rep) f
Mark node as switching reps;

Mark the `in' and `out' representations.

Zero rep. counter(node.repcount);

BlendReps();

g
else f
Set last rep. to current rep;

Draw as usual;

g
g
else f
if (node.repcount > REPTHRESHOLD) f
Set last rep. to current rep;

Mark node as NOT switching reps;

g
BlendReps();

g
g

Figure 7.4: Pseudo-code for blending two representations of an object.
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2. Using the right-hand rule compute the outward facing normals for each of the VF's

face. This involves a cross-product computation.

3. For each normal compute the dot product of the point in eye coordinates and the

normal. If all the dot products are positive then the point is inside the VF.

Using this algorithm, to check if a box intersects the VF, in the worst case we will

have to compute: 8 vertices in eye-coordinates, 6 dot products for each of the 8 vertices,

i.e., 48 dot products. This would be too expensive to compute. Another way of doing the

visibility test would be to compute the intersection between the bounding box of the object

in eye-coordinates with the viewing frustum in the following way:

1. Get the object's bounding box in eye-coordinates.

2. Compute the intersection between the bounding box and a box formed by extending

the slice of the viewing frustum corresponding to the farthest z-value of this box to

its nearest z-value.

This would be a simple test if there was a fast way to compute the object's bounding

box in eye-coordinates. Therefore, we do not actually compute the objects bounding box in

eye-coordinates. Instead, we compute the bounding box of the bounding box of the object

in eye-coordinates.

Although this visibility test is not precise it is much faster to compute than the previous

one since it involves the computation of 8 vertices in eye-coordinates and a few range
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Figure 7.5: Checking the visibility of a set of objects against the viewing frustum. The test

returns true although no object in the cluster is inside the viewing frustum.

comparisons. However, the visibility test can return true even though no object inside the

cluster is also inside the viewing frustum as shown in Figure 7.5. This problem is even worst

for large clusters. Therefore in the �rst pass of the model hierarchy traversal we determine

the visibility of each object in the model, i.e., if it is inside the viewing frustum, and make

a cluster node visible if and only if at least one of the objects that it subsumes is inside the

viewing frustum.

7.3.4 C++ Implementation

The object-oriented design is implemented through C++ classes. The main abstraction,

the meta object, is the parent class from which the conceptual object and cluster classes
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inherit data and a virtual draw function.

This meta object contains a visibility ag and the data required to implement the

temporal coherence and representation switching mechanism described in Sections 6.4.3

and 7.3.2, respectively. The `drawable representations' component of the meta object class

in Figure 6.1, is actually a handle [34], i.e. a pointer to an array of drawable representations

class that contains pointers to instances of a `Drawable' class. A `current representation'

�eld of the meta object indicates which representation in the array will be rendered at each

frame.

In addition to the data inherited from the meta object class, conceptual objects have

associated to them a rotation angle and a translation vector so that instances of the object

can be replicated in the environment. The cluster class, besides inheriting the data from

the parent class also contains an array of pointers to meta objects.

The array of drawable representation class which is pointed to by the meta object class

contains, besides the array of pointers to drawables, information such as the number of

view-dependent and view independent representations and an array that tells which view

dependent representation is suitable for a particular viewpoint region.

The `Drawable' class is the main abstraction from which all the other drawable rep-

resentations depicted in Figure 5.2 are derived. It de�nes a virtual draw function that is

rede�ned for each speci�c drawable class.

To draw one representation on the screen, a representation is selected and its position in

the array of representations is stored in the current representation �eld of the meta object,

112



with a subsequent call to the virtual draw function.

7.4 Performance

Our test model had around 1.6 million polygons and during the tests the texture maps

generated by the hierarchy building program were constrained to the available texture

memory of one megatexels by selecting appropriate octree cell sizes (for an octree with four

levels) and adjusting the resolution of the textured representations for objects and clusters.

For this model we were able to keep a real frame rate of around 16 frames per second for

a target frame rate of 30 frames per second throughout the simulation without too much

degradation in image quality. Figure 7.6 shows the image seen by the observer (top) and a

top view of the same scene showing where clusters are being displayed (bottom).

The discrepancy between target and real frame rate is due to the fact that in a multi-

processing system it is almost impossible to achieve a �xed frame rate since it is subjected to

process and graphics context switching due to random interrupts by other processes. These

switchings can be minimized by using the mechanisms described in Section 3.3 but since this

would disturb other users in the system, none of the measures described were attempted

(See Appendix A for other considerations about maintaining a �xed frame rate.).

The performance of the system for our test path is illustrated in Figure 7.7. When

measuring the user time, the graph on the right shows that our estimation of cost and

rendering algorithm are achieving the goal of keeping a uniform and high frame rate. When

113



Figure 7.6: Image seen by the observer (top) and top view of the same scene (bottom)

showing where clusters are being displayed.
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Real time User time

Gap caused by texture cache misses

Peaks caused by random interrupts Target frame time (30 fps)

Figure 7.7: Plot of frame versus frame time. Real time (left) and user time (right) with and

without smooth LOD switching using transparency blending, respectively.

the real time is measured in the left picture, spikes appeared due to either random interrupts

or by the resolution of the clock used (100 milliseconds). We also note that the entire curve

is shifted by an almost constant amount with respect to the target frame time of 1=30 of a

second. This is happening because of the mechanism used to smoothly change between two

representations, since two representations need to be rendered simultaneously. We minimize

this e�ect by decreasing the estimated frame time by moving a slider on the control panel

of our X-Motif interface and by adjusting the number of frames during which the transition

of representations takes place (the threshold in Figure 7.4).

When our system ran without clusters, and using only the full detail LODs and view
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frustum culling, we had a frame rate of around 1 frame per second for certain viewpoints

in our test path. We have not tested the navigation of this environment with a toolkit like

Performer [37].

7.5 Limitations

One phenomenon missing is the illumination of the environment. The illumination of

a complex environment can be pre-precomputed using the radiosity method in a view-

independent fashion and the shading attributes of objects and clusters would need to be

incorporated to their representations. Instancing of objects would not be practical since two

identical objects in di�erent locations in the model would have di�erent shading attributes.

These attributes would make the two identical objects di�erent, that is, they would have

di�erent representations that would need to be stored separately.

In order to guarantee that objects close to the view point or more generally speaking,

with high bene�t values, are displayed at their full resolution, the rendering complexity of

single objects in the model can not exceed the machine's rendering capability. For instance,

if the machine is able to draw 1 million polygons per second, if the simulation is to run

at 10 frames per second then it has to draw 100,000 polygons per frame. Objects with a

complexity greater than this would have to be represented by impostors even if the observer

comes very close to them.

In our current implementation, each object/cluster has 5 texture maps, associated with

each face of its bounding box. If the viewpoint is above the object, then the top texture map
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will be displayed. This looks wrong except for viewpoints right above the object/cluster.

This problem could be minimized if we had 4 texture maps that would be pasted onto

diagonal slices of the bounding box of each object/cluster. Ideally, we would need at least

one texture map for every sample point in the hemisphere in Figure 4.3. If the model does

not use instancing of objects very often then too many texture maps may be need.

The basic limitation here, is the number of texture maps that can be used to represent

objects and clusters. The more texture maps representing an object or cluster the better

are the chances of getting the correct representation during the walkthrough depending on

the viewpoint. In the case of objects, we can measure the accuracy of the texture mapped

representation and render a view-independent version of the object (LOD) in cases where

the accuracy/cost ratio for the texture map is relatively low compared to the accuracy/cost

ratio of the LOD. For clusters however, although this image error will also be minimized

for larger texture memory sizes, the best we can do for now is to try to estimate the image

error of a cluster represented by a textured cluster is, i.e., how accurate the texture map

represents the objects in the cluster.

Consider the two dimensional case of a cluster containing two objects. Here, the image

error is considered to be the disparity between the projection on the view plane of an object

in the cluster and its corresponding image on the textured cluster. In the case where the line

of sight is pointing straight to the textured cluster, the situation that yields the minimum

image error is when the two objects are aligned and the viewpoint is far away from the

center of the cluster. The worst case, occurs when the viewpoint is close to the textured
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Figure 7.8: The best and worst case image error for a cluster with two objects. Left best

case, error is approximately zero. Right, error increases as distance to cluster decreases and

cluster sizeincreases.

cluster and the cluster bounding box is large. This is illustrated in Figure 7.8.

Using simple geometry we calculate this error to be: nwl

2d(d+l)
, where n is the distance to

the near clipping plane and the other variables are as in Figure 7.8.

The image error therefore increases as the dimensions of the cluster, l and w (and also

height in 3D) increase and its distance to the viewpoint decreases. Therefore, to keep the

image error to a minimum the clusters need to be displayed far from the viewpoint and

need to be small. This requires the complexity of the objects near the viewpoint to be low

and the model hierarchy octree to have several levels depending on the size of the entire

model. While the former is not always possible since it depends on the model (unless we

change the model), the latter increases the number of nodes of the octree and therefore the

amount of texture memory used.
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Theoretically we can have as many images in memory as our virtual memory size, but

in practice, a texture map needs to be in a texture cache to be rendered. As the size of

texture memory increases these problems tend to be minimized.

Another limitation of our current implementation is that our bene�t calculation requires

that a cluster know something about the bene�ts of its children, so all primitives are visited

once per frame in the �rst phase of the model traversal, and our program is thus O(n),

where n is the number of objects.

A more e�cient approach would combine the two phases of the model hierarchy traversal

described in Section 6.4 into a single incremental approximation algorithm that would take

advantage of the coherence of the per-object bene�t that exists from frame to frame of a

walkthrough. The basic idea is that if a given object is the most bene�cial of its cluster

in one frame, it is likely that it will continue to be the most bene�cial one (or close to) in

the next frame, and we can at each frame recompute only the bene�t of the most bene�cial

object in each cluster.

The computation of bene�ts as in the �rst phase (Section 6.4.1) of the model traversal

would be incorporated to the representation selection as in the second phase (Section 6.4.2)

of the model traversal in the following way. Initially, the algorithm described in Section 6.4.1

would be applied only once to the entire model and each cluster would store a pointer to

the most bene�cial object that it subsumes. In the subsequent frames and for each frame,

starting at the root node we recompute the bene�ts of only those most bene�cial objects

associated to the clusters directly descending from the root node and insert the nodes into
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a list in decreasing order of bene�t. At this time we would also compute the visibility of

the node, an initial representation to render as before and its cost. We would then proceed

selecting representations to render as in the second phase (Section 6.4.2) until we reach

the user speci�ed frame time. We remove the �rst node in the ordered list and repeat the

process applied to the root node to this node and recompute the bene�t of only those most

bene�cial objects associated to the clusters directly descending from the node. We then

insert the nodes children in the list in decreasing order of the newly computed bene�ts. We

also compute the maximum of the bene�t of the node's children and if this is greater than

the bene�t associated to the object that the node points to we make the node's pointer

point to the new most bene�cial object in the cluster and propagate this change up until

the bene�t stored in a node's ancestor is already greater then this propagated bene�t. This

up propagation will obviously require that each child know who its parent is.

This new algorithm is still essentially a best-�rst search that examines the most promis-

ing paths of the model hierarchy �rst and spend the most time evaluating bene�t, visibility,

initial representation and cost for only those nodes in this path. The only di�erence is that

instead of visiting all the nodes in the model hierarchy at each frame, we visit only the

nodes that belong to clusters where the most bene�cial objects belong. This seems very

reasonable since if there is not enough rendering time to render the children of a node and

therefore none of its children will be rendered, it is a waste of time to determine the bene�t

of each one of its children. As the user moves through the model and since at least one

bene�t is recomputed for each cluster, clusters that had low rendering priority in the past
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may have their priority increased (and vice-versa) and will be explored more thoroughly. We

would also apply the algorithm in Section 6.4.1 whenever a branch of the model hierarchy

becomes newly visible.

As the algorithm in phase two, this algorithm will have its worst case O(n) if the

allowed frame time is long enough to render all the objects in the model at their lowest

cost representation. Since we are assuming that in a large environment this will not be

the case, in practice the algorithm should have an average constant complexity O(1). The

complexity of this algorithm is actually connected to the frame time allowed per frame and

not to the number of objects in the model.

7.6 Summary

In this Chapter we presented the three major programs that compose our implementa-

tion.

The hierarchy building program creates an octree and view-dependent representations

with the help of the graphics hardware. This tree and all the representations associated

to its nodes can be visualized by a second program. This program is also used to measure

accuracy of representations for several viewing directions and to measure the rendering time

for each representation.

To measure accuracy of representations we used the image processing techniques in

Section 4.3, although we realize that much more powerful techniques and methodologies are
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needed.

The cost of each one of these representations is measured and stored in tables to be input

by the visual navigation program. This, instead of the formula developed in Chapter 3,

is used to avoid the approximations that this formula entails as well as the complexity

introduced by arbitrary polygons.

We have shown that for a model containing around 1.5 million polygons we were able to

achieve a uniform frame rate without too much degradation of image quality through out

our test path.

Although the system performed well for the test path, there are limitations that need to

be kept in mind. The most important ones are the fact that this system heavily uses texture

mapping memory (a limited resource) and that the textured clusters may look wrong when

viewed from certain viewpoints. This image error decreases when clusters are small relative

to their distance to the viewpoint.
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8

Conclusion

This Thesis presents a novel way of viewing objects and clusters of objects in the context

of visual navigation systems. The framework developed is based on the idea that an object or

cluster of objects can have many di�erent representations, including view-dependent ones. If

levels-of-detail representations are not provided then we can still achieve a reasonably good

visual performance by using the automatically generated impostors described in Section 5.

Even if impostors for clusters are not used, the octree algorithm together with the impostors

for objects can be used to cull the model against the viewing frustum and to improve the

interactivity of any visual navigation system, respectively.

The utilization of these impostors for clusters, however, is what makes our system useful

for navigation of models that have more unoccluded primitives inside the viewing frustum

then the hardware's ability to render them in real-time. Low cost impostors for clusters are

rendered instead of the objects they represent when the frame time is running out. As far

as we know this work presents a �rst attempt to solve the problem of navigating through
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an environment with too many visible primitives.

However, as we pointed out in the limitations Section 7.5, this gain in interactivity is

not introduced without a penalty in the quality of the image displayed, since the textured

clusters can look wrong depending on the viewpoint. Far away small clusters introduce less

error than larger ones closer to the viewpoint.

We believe that this system can be improved and these are our suggestions for future

work.

� Enhance the exibility of the system by adding new impostor types to the current set

of automatically generated impostors. For instance, in situations where the object is

far away, an object could be represented by a single point with the appropriate color.

� If we recall the formalization of the problem in Section 6.1, we see that the cost

requirement for representations in an intermediate node is just that its most costly

representation cost less than the sum of the lowest cost representation of its children.

The representations for clusters do not actually need to be textured clusters. They can

be anything, for instance, a triangular mesh containing all the objects in the cluster.

Besides the fact that triangular meshes are much faster to render than conventional

polygons, techniques such as those described in Section 2.2.1 could be used to simplify

this mesh to satisfy our time requirement. In general, we suggest research on ways of

obtaining simpli�ed representations for groups of objects.

� Selecting a good representation to display at any given point in the simulation is
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critical for the performance of this system. This selection is dependent on reliable

ways of determining how an impostor is similar to the ideal full detail object. We

believe that a more in-depth look into the vision literature can suggest better ways of

comparing two images than what has been presented here.

� For commercial systems, investigate better bene�t heuristics that take into account

not only the characteristics of objects and representations as mentioned in Section 4.2

but also the surrounding environment as suggested in Section 4.4.

� Investigate better error metrics for images in which clusters are used so that we can

guarantee a given image quality at each given frame of the simulation.

Other suggestions involve implementing the algorithm that combines the two phases of

our tree traversal as described in Section 7.5 and devising new ways of placing textured

clusters. Instead of simply pasting the texture maps onto faces of the object/cluster bound-

ing box that they represent, de�ne slabs at every �� degrees so as to obtain the convex

hull of the cluster of objects, and paste the texture maps onto these slabs. This would be

very helpful for view angles other then those perpendicular to the texture map. In some

cases it will even reduce the image error associated to texture maps pasted onto a face of

the object/cluster 's bounding box.
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A

Frame Rate Estimation

Programs that attempt to maintain a user speci�ed frame rate need to render each frame

in a time less then the frame time ( 1
framerate

) and in multiples of the screen refresh rate

( 1
60

for a 60Hz refresh rate) since a slight increase in the rendering time of each frame will

result in a drastic decrease of the actual frame rate, specially for high frame rates (above

30 fps), since each back-to-front bu�er swap will have to wait for a screen refresh to draw

the front bu�er on the screen.

For instance, if the screen refresh rate is 60Hz, the desired frame rate is 60 and each

frame is taking 1
60

+ just a small fraction of 1
60
, the actual frame rate will be 30 fps. For

the same small fraction excess and a desired frame rate of 30 fps the actual frame rate will

be 20 fps, for 10 fps the resulting frame rate will be eight fps and so on.

In general the actual frame rate can be approximated by assuming that each frame is

drawn with the same amount of time (ft). The number of retraces per frame (rpf) is:

rpf = dft� srre, where srr is the screen refresh rate in Hz and ft is measured in seconds.

The approximate frame rate (fps) is then: fps = b srr
rpf

c. With this formula an upper bound

on the frame rate can be calculated.

In practice however, many factors inuence the computation of the time to draw a single

frame, including state of the system and whether the graphics pipeline is ushed before the
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time measurement is taken. Therefore, to measure the frame rate a one second timer can

be set up and each time a `swapbu�er' is issued a frame counter can be incremented. When

the timer goes o�, the counter is display and then zeroed.
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B

X-Motif User Interface

Both the program for visualization and measurement of the model hierarchy, and visual

navigation have user interfaces written in X-Motif. This facilitates parameter changes prior

to and during the simulation for evaluation purposes.

B.1 Model Hierarchy Visualization and Measurement User

Interface.

This program's GUI provides buttons and �elds that are used to select meta objects,

representations and viewing directions so that we can measure their rendering cost and

compare representations for clusters and objects against their actual geometry. A picture

that shows this interface is shown in Figure B.1.

The up and down arrow keys in the control panel are used to select the desired meta-

objects and representations. The names of the meta-object and the type of representation

selected is shown on the panel while it is displayed on the graphics window.

The `# of redraws' �eld is used to input the desired number of times that we want to

render a representation in order to get an average time.

The mouse is used to position the representation and the `time' button to start measuring
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Figure B.1: X-Motif interface of the cost (left) and accuracy (right) measurement program.

time. The user, system and real times in milliseconds are given in the �elds below the `time'

button together with the number of polygons drawn.

The `accuracy' button is used to put the program in `accuracy' mode (The default mode

is `time' measurement mode). In `accuracy' mode, the graphics window is divided in two

to display the original and impostor images. The arrow keys are used to select the desired

meta-object representation and viewing direction.

The `AccuracyRep' button is used to initiate the comparison. The similarity of the two

images appearing in the `Sim' �eld indicates the estimated accuracy in percent.

The `auto' button is used to automatically measure cost and accuracy for the entire

model hierarchy depending on the mode the program is in.
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Figure B.2: X-Motif interface of the walkthrough program.

B.2 Visual Navigation User Interface

This program also like the previous one has an X-Motif interface with a GL graphics

window and a control panel with buttons, �elds and a slider to control parameters associated

with the visual navigation as shown in Figure B.2.

By using the mouse the user navigates inside the environment in the following way:

Whenever, the mouse pointer enters the graphics window it is positioned in its center.

Moving the mouse pointer up and down, left and right causes the virtual user to move for-

ward/backwards and turn left/right, respectively, with a speed determined by the distance
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of the mouse pointer to the middle of the screen. By pressing the left/right mouse button

the user goes up/down and the middle mouse stops the navigation by placing the mouse

pointer in the middle of the graphics window.

The user can also determine the quality of the image being displayed and therefore the

system response to mouse movements by either changing the frame rate or moving a slider.

The initial frame rate can be changed by simply typing a two digit number (less then 60,

the screen refresh rate) on the frame �eld. Moving the slider we can subtract a percentage

of the current frame rate. This is useful to �ne tune the application by accounting for

its overhead which had not been accounted for when the cost of the representations were

measured.

Three �elds show the timings associated with the navigation. The �rst shows the esti-

mate time that the list of meta objects that are sent to the graphics pipeline will take to

get rendered, the second shows the amount of time it actually took and the third the time

spent in the model hierarchy traversal. Three other �elds display the maximum, minimum

and actual number of polygons, i.e., the number of polygons if no impostor representations

(or LOD) were used, the number of polygons if all the simplest impostors were used, and

the actual number of polygons that were selected and drawn per second.

By pressing the `Cluster' button we can activate/deactivate the use of the model hi-

erarchy and therefore we can compare the performance and characteristics of using our

approach as opposed to having a simple at structure that culls the object against the

viewing frustum. A top view of the model with the meta objects being culled against the
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viewing frustum can be seen by pressing the `Top view' button.

Some of these features can also be toggled by pressing the appropriate key when the

cursor is inside the GL window. By pressing the `R' key we can record a walkthrough to a

�le that can be played with the press of the `P'lay key. This feature is useful to analyze the

behavior of the program and for recording videos of the navigation.

By pressing the 'B'egin time and `E'nd time keys we can record on a �le (\time.txt")

the real time the machine took to render each frame either in playback or while under user

control. This �le can be easily plotted with a tool like Gnuplot or Mathematica.
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C

File Formats

The programs described in the implementation Chapter 7 access the �les described

below.

C.1 Model Hierarchy Building and Representation Genera-

tion

This program reads/writes the �les whose names and formats are given in table C.1.

File \model.obj" contains the conceptual objects of the model, like house, tree, car and

so on. Upon reading an object name it loads the appropriate �le containing the geometry

of the object.

File \model.dsc" contains the description of the environment. This tells the program

where each conceptual object has to be place in world coordinates. Each object name is

followed by a translation point and rotation angle.

The \mhierarchy" �le contains the model hierarchy. Each line represents either a cluster

or a conceptual object, represented by the letters `O' or `C', followed by its bounding box. A

cluster's description is followed by the number of children it contains. An object is followed
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File name I/O Format

model.obj I house1

tree8

car3
...

model.dsc I house1 x y z �

tree8 x y z �

car3 x y z �
...

mhierarchy O C minx miny minz maxx maxy maxz nc
...

O minx miny minz maxx maxy maxz index x y z �
...

mhierarchy.box O x y z
...

r g b
...

mhierarchy.tmap O ntex

nx ny

: : :

nx ny

: : :

ntex
...

Table C.1: Files accessed by the model hierarchy building program.
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by an index into a table of objects (�le \model.obj") followed by its position and orientation

in space.

\mhierarchy.box", contains the description of AvColorBoxes, i.e., eight points and six

colors, for the clusters in the model. Similar �les contain the bounding boxes for each of

the objects in the model (\house.box", \tree.box" and so on.).

\mhierarchy.tmap" is a binary �le that contains the texture maps (TMRectangle) for all

clusters in the model hierarchy. The number of texture per cluster `ntex' and the dimension

for each texture map `nx' and `ny' are speci�ed. Similar �les contain the texture maps for

objects (house.tmap, tree.tmap and so on.).

C.2 Model Hierarchy Visualization and Measurement

This program loads in the output �les described in table C.1 and computes the cost

and accuracy of each object/cluster representation in the model. It also loads in the �le

\model.obj", with the appropriate representations added, as shown in Table C.2.

In this new format the name of the conceptual object is given along with the number

of representations of a speci�c representation type. In this particular example, we have

the object `house1' being represented by a total of 10 representations, namely, three lists

of triangles (usually corresponding to three levels-of-detail), one box with average colors,

�ve texture maps, and one texture mapped box (since this is a box-like house). Among the

representations for `tree8' (a pine tree) we have included a rotating texture map, since it
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Format

house1 3 TriList

house1 1 AvColorBox

house1 5 TMRectangle

house1 1 TMBox

tree8 1 TriList

tree8 1 AvColorBox

tree8 5 RotTMRectangle
...

Table C.2: New \model.obj" �le containing objects and their multiple representations.

is a symmetrical object. Also note that only one representation of `tree8' was provided by

the database modeler but we still have other low cost representations that we can use.

When in accuracy mode, this program outputs a �le in the format described in Table C.3.

In this table, the �les with extension \.acc" contain indices to the array of representations

for each meta object, for each direction that the program compares impostors with actual

objects (in this case �ve directions). For example, consider �le \objects.acc". The �rst line

of this �le says that the best view-dependent representation for object `house1' when the

viewpoint is in viewing region three is representation 5. Files with extension \.cst" contain

the measured rendering costs for each representation associated to a meta object.

C.3 Visual Navigation

This program inputs a control �le containing simulation parameters such as, frame

rate, forward and turning speed, viewing parameters (such as viewport dimensions and

viewpoint).
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File name Format

Objects.acc house1 4 7 5 6 9

tree8 2 5 3 4 8
...

Cluster.acc cluster1 1 4 2 3 5

cluster2 1 4 2 3 5
...

Objects.cst house1 c1 c2 ... c10

tree8 c1 c2 ... c7
...

Cluster.cst cluster1 c1 c2 ... c6

cluster2 c1 c2 ... c6
...

Table C.3: Files output by the cost/accuracy measurement program.

It then reads \model.obj" (in Table C.2), the geometric models, the �les that describe

the model hierarchy and the representations associated to meta-objects (the output �les in

Table C.1), and the �les that describe cost and accuracy of representations (in Table C.3).
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